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SYNCHRONOUS INTERPERSONAL HAPTIC 
COMMUNICATION SYSTEM 

TECHNICAL FIELD 

The present disclosure relates to haptics and in particular to 
a haptic communication system. 

BACKGROUND 

Traditionally, graphic images, audio, video, text and ani 
mations de?ne the contents of a multimedia system. Recently, 
there has been signi?cant progress in advanced multimedia 
systems incorporating virtual reality and haptics (or the sense 
of touch) into the human computer interaction paradigm. 
Haptics, a term that Was derived from the Greek verb “hap 
testhai” meaning “to touch”, refers to the science of sensing 
and manipulation through touch. A haptic interface is a device 
Which alloWs a user to interact With a computer by receiving 
tactile feedback. 

The basic principle behind haptic interaction is simple: the 
useruses the handler of the haptic device to explore the virtual 
environment. At every time intervalisay l millisecondithe 
computer checks for collisions betWeen the simulated stylus 
and the virtual objects populating the virtual environment. If 
a collision occurs, the haptic rendering system computes the 
reaction forces and commands the actuators of the haptic 
device, thus leading to a tactual perception of the virtual 
objects. If no collision is detected, no forces Will be applied 
and the user is free to move the stylus as if exploring the free 
space. 

Haptics plays a prominent role in making virtual objects 
physically palpable in virtual and mixed reality environ 
ments. The incorporation of the sense of touch in multimedia 
applications gives rise to far more exciting and appealing 
Ways of supporting collaboration, co-presence, and together 
ness in multimedia systems by enabling users to feel each 
other’s presence and the environments in Which they are 
interacting. For instance, haptics is crucial for interpersonal 
communication as a means to express affection, intention or 

emotion; such as a handshake, a hug or physical contact. 
One of the major challenges in haptic research is the com 

munication of haptic data over a netWork, or What is usually 
referred to as tele-haptics. Tele-haptics pose neW require 
ments and challenges at both the application level and the 
transport (netWorking) level. The haptic interaction requires 
simultaneous and interactive input and output by the haptic 
device With extremely high update rate (up to 1 kHz). At the 
application level, haptic interaction stability and transparency 
are the major concerns; especially stability since the device is 
applying physical forces that might hurt the users. At the 
netWorking level, quality of service parameters such as the 
netWork latency, jitter, and packet loss are key aspects. 

Accordingly, systems and methods that enable synchro 
nous interpersonal haptic communication through a netWork 
remain highly desirable. 

SUMMARY 

In accordance With the present disclosure there is provided 
a method of synchronous haptic communications betWeen an 
active user and a passive user through a netWork. The method 
comprises capturing an image from an imaging device of the 
passive user and determining geometry or position data from 
the captured image by utiliZing a depth component of the 
captured image. Capturing haptic data from a haptic interface 
used by the active user based upon interaction With a gener 
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2 
ated image based on the captured image. Generating tactile 
output to a tactile display associated With the passive user 
Wherein the tactile output is based upon the haptic data in 
correlation With the geometry or position data to determine 
collisions therein. Generating haptic feedback to the haptic 
interface used by the active user based upon the haptic data in 
correlation With the geometry or position data to determine 
collisions therein. 

In accordance With the present disclosure there is provided 
an apparatus for synchronous haptic communications 
through a netWork. The apparatus comprises a processor and 
a memory containing instructions for execution by the pro 
cessor. The instructions comprising capturing an image from 
an imaging device of the passive user and determining geom 
etry or position data from the captured image by utiliZing a 
depth component of the captured image. Capturing haptic 
data from a haptic interface used by the active user based upon 
interaction With a generated image based on the captured 
image. Generating tactile output to a tactile display associated 
With the passive user Wherein the tactile output is based upon 
the haptic data in correlation With the geometry or position 
data to determine collisions therein; and generating haptic 
feedback to the haptic interface used by the active user based 
upon the haptic data in correlation With the geometry or 
position data to determine collisions therein. 

In accordance With the present disclosure there is provided 
a system for synchronous haptic communications betWeen an 
active user and a passive user through a netWork. The system 
comprising an image coding module for capturing images of 
the passive user and for generating a depth image to generate 
geometry or position data of the passive user. At least one 
netWork manager for facilitating netWorking and communi 
cation betWeen the active user and passive user devices. A 
haptic render for converting a haptic position input and gen 
erating haptic feedback based on a haptic input device for 
receiving position input from the active user and providing 
haptic feedback to the active user. A tactile render for provid 
ing control commands to a tactile display for providing tactile 
output to the passive user based upon received contact data 
from the netWork manager. A video render for rendering an 
image or representation of the passive user to an video display 
to the active user. A virtual space manager for processing 
geometry or position data of the passive user With haptic 
position input of the active user to generate the contact data, 
and provide the contact data to the tactile render and to the 
haptic render to simulate touch betWeen the active user and 
passive user. 

BRIEF DESCRIPTION OF THE DRAWINGS 

Further features and advantages of the present invention 
Will become apparent from the folloWing detailed descrip 
tion, taken in combination With the appended draWings, in 
Which: 

FIG. 1a and 1b shoW a representation of simulated touch; 
FIG. 2 shoWs representation of an inter-taction system; 
FIGS. 3a and 3b shoW system diagrams of a virtual space 

manager; 
FIG. 4 shoWs a system diagram of a synchronous interper 

sonal haptic communication system; 
FIG. 5 shoWs depth image-based representation of a cap 

ture image; 
FIG. 6 shoWs a depth image-based haptic representation; 
FIG. 7 shoWs a method for synchronous interpersonal hap 

tic communication; 
FIG. 8 shoWs a method for synchronous interpersonal hap 

tic communication for a passive user; 
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FIG. 9 shows a method for synchronous interpersonal hap 
tic communication for an active user; 

FIGS. 10a and 10b shoW a representation of tactile inter 
action using a plurality of actuators; 

FIGS. 11a and 11b shoW a representation of a funneling 
illusion for providing tactile output; 

FIG. 12 shoWs a representation of simulating continuous 
moving sensation using the funneling illusion; 

FIG. 13 shoWs a method for providing tactile interaction; 
and 

FIG. 14 shoWs a method for providing haptic authentica 
tion. 

It Will be noted that throughout the appended draWings, 
like features are identi?ed by like reference numerals. 

DETAILED DESCRIPTION 

Embodiments are described beloW, by Way of example 
only, With reference to FIGS. 1-14. 

The present disclosure de?nes a haptic tele-conferencing 
or interactive communication system enabling ‘tele-taction’ 
betWeen participants that transmits haptic data at 60 HZ rate 
using image-bases representation method for the haptic infor 
mation. Furthermore, the disclosure enables direct and natu 
ral touch of video contents Where users can feel continuous 
touch such as stroke touch. 

The disclosed system can be utiliZed for video based inter 
actions such as provided in videoconferencing or teleconfer 
encing applications. In addition the disclosure is applicable to 
gaming system that Would alloW users to interact by provid 
ing an additional sense perception. In addition it may be 
applied to interactive therapy system and social networking 
applications. 

The system enables tWo (or more) remotely located users to 
see and hear as Well as touch each other. Since users are 

located in physically different places, they need to be cap 
tured and located in a common virtual space Where their 
interaction is computed. If there is a contact betWeen the 
captured users, the contact information such as contact posi 
tion and intensity is transferred and displayed to each user. 
FIG. 1 shoWs a schematic diagram of the inter-taction system 
in the case of tWo participants. In natural touch interaction, as 
shoWn in FIG. 1(a) communication is direct and instanta 
neous. When user interaction occurs through a netWork, 
simulated interaction betWeen users is facilitated by captur 
ing active person movements and providing contact to the 
passive participant, as shoWn in FIG. 1(b), to simulate natural 
touch interaction. 

FIG. 2 shoWs a representation of the inter-taction system. 
The inter-taction system enables interaction through a virtual 
space manager 220 to facilitate contact betWeen an active user 
202 and a passive user 204. The manager represents the 
system and softWare residing on one or more computers or 
processors for facilitating the inter-taction system. The man 
ager interfaces With a visual (video) capture module 206 for 
processing received images, avatar repositories 208 and 210 
for generating representations of users (if utiliZed), audiovi 
sual display 212 for presenting images or avatars to an active 
user, haptic interface 21 6 receives haptic input from the active 
user and provides haptic feedback to the active user, tactile 
display 218 for providing haptic input to the passive user, and 
the virtual space manager 220 to facilitate communication 
betWeen devices. The active user uses a haptic device or 
interface to remotely touch the passive user, Who in turn can 
feel the touch of the active user. The visual capture module 
captures the users’ 3D or 2.5D geometry of the touched 
participant providing a depth component to a 2D image. The 
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4 
captured passive users’ geometries are stored in the virtual 
space manager. They can also be represented by respective 
avatars that are controlled by the captured passive users’ 
position information. The haptic interface captures the posi 
tion of the active user’s part or Whole body that Will be used 
to touch the passive users. The active user’s avatar is located 
in the virtual space and is controlled by the position informa 
tion captured by the haptic interface. This virtual space, such 
as in a gaming environment, is displayed to the active user 
using the video display module. If there is any contact among 
passive users’ captured geometries or avatars and the active 
user’ s avatar in the virtual space, the contact forces and tactile 
sensations are displayed to the active user through the haptic 
interface Whereas the tactile feedback sensation is displayed 
to the passive users using the tactile display such as tactile 
device. The inter-taction system can be arranged for multiple 
active/passive participants 230 based upon the application. 
Although the system shoWs separate active and passive users 
components they can be applied to bi-direction communica 
tion betWeen participants, Where each user has active and 
passive interactions simultaneously. 

FIG. 3a shoWs a system diagram of the virtual space man 
ager providing interactions betWeen components of the sys 
tems Where the virtual space manager and associated func 
tions are executed on one of the user devices. The virtual 
space manager integrates and manages modules on the pas 
sive side 300 and active side 301 to facilitate communication 
through a netWork 380. The netWork may comprise any kind 
of data IP based netWork, Wired or Wireless capable of sup 
porting real-time audio, video or data applications. On the 
passive side 300, an image capture module 302 captures 
different multi-modal information, including haptic, audio, 
and visual, among others, provided by input devices such as 
video cameras, Web-cameras or other imaging means and 
converts into a format readable by the computer system. The 
visual component also includes position information such as 
object tracking provided by 2.5D and 3D camera systems. 
Image coding module 304 encodes the captured multi-modal 
information into a format that increases the ef?ciency of 
transmission over a netWork. In a virtual reality environment, 
if captured video is not required, only multi-modal informa 
tion needs to be transmitted such as position or geometry data. 
Alternatively, the geometry or position data may be encoded 
in an MPEG-4 transport stream using a depth image-based 
haptic representation (DIBHR) added to the stream or be sent 
synchronously through the netWork With video data indepen 
dent of the video transport stream. Avatar repository 306 and 
307 stores all the 3-Dimensional representation information 
for the participants and any possible virtual objects in the 
environment. The repository may be resident on a local 
machine accessed at each user location or provided through a 
server coupled to the netWork. In the case of video confer 
encing an avatar repository may not be used if a live video 
stream is utiliZed. A tactile display 308 is a device composed 
of an array of actuators that simulate tactile feelings (such as 
a tactile jacket, vest, glove, suit or fumiture incorporating 
addressable actuators). The tactile device may comprise 
markers or indicators utiliZed by the image capture module 
302 to aid in identifying physical positions or landmarks for 
activating actuators in the device. Tactile renderer module 
310 instructs the actuators to run in a particular fashion in 
order to simulate continuous tactile feedback based upon 
received contact data. 

The netWork managers 312, 314 provide multiplexing/ 
demultiplexing different captured and computed data and 
encapsulating/de-capsulating and transmitting/receiving the 
multiplexed data over a netWork 380. Haptic authentication 
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modules 316, 328 use the haptic information to continuously 
authenticate the touching party, the user contact data is veri 
?ed against knoWn user patterns to determine authenticity, as 
described in FIG. 14. 
On the active side 301, virtual space manager 318, main 

tains the virtual World representing the real captured environ 
ment and Will be used for rendering interaction forces/visual 
cues to the participants. The haptic renderer 320 computes the 
haptic feedback that should be displayed to the active user 
When interacting With a remote environment. A haptic inter 
face 324 reads and renders haptic interactions betWeen the 
end user and the virtual space. The video renderer 322 com 
putes the data that should be sent to the video display based on 
the interactions betWeen participants (active and/or passive 
users) using received geometry and position data. Video dis 
play 326 converts the received signal into a form displayable 
by the video display. 

FIG. 3b shoWs a system diagram Where the virtual space 
manager operates on a server 302. The virtual space manager 
integrates and manages modules to facilitate interaction 
betWeen the passive side 300 and active side 301 to facilitate 
communication through a netWork 380. The modules that can 
be off-loaded to the server to reduce computing requirements 
of the active and passive devices enabling loWer computing 
poWer devices to be utiliZed. The netWork may comprise any 
kind of data IP based network, Wired or Wireless capable of 
supporting real-time audio, video or data applications. In this 
con?guration the server hosts processes that are either com 
putationally intensive or may be required by multiple devices. 
The avatar repository 307 stores all the 3-Dimensional rep 
resentation information for the participants and any possible 
virtual objects in the environment and provides avatar infor 
mation to the passive and active users as required. The avatar 
information may be used for presenting character information 
in gaming applications or virtual reality environments. The 
netWork managers 312, 313, 314 provide multiplexing/de 
multiplexing of different data and encapsulating/de-capsulat 
ing and transmitting/ receiving the multiplexed data over a 
netWork 380. Haptic authentication module 328 uses the hap 
tic information to continuously authenticate the touching 
party, the user contact data is veri?ed against knoWn user’s 
pattern to determine authenticity, as described in FIG. 14. The 
server also includes the virtual space manager 318 to manage 
interactions and determine if collisions betWeen the active 
and passive interfaces has occurred, the video renderer 322 
converts the process data to a displayable format used by the 
video display 326, similarly the tactile render 310 generates 
data to enable tactile feedback based upon received contact 
data for delivery to the passive user via the tactile display 308. 
The system enables haptic interaction to be provided to the 
haptic device over the netWork. In generating haptic inforrna 
tion high update rates (around 1 kHZ) are required for stable 
haptic interaction. This requirement limits applicability to 
non-dedicated netWorks, such as the Internet, Where the rela 
tive netWork bandWidth is limited. The haptic data in the 
present system can be sent at a signi?cantly loWer rate, 15 to 
60 HZ by utiliZing the haptic representation method removing 
any issues that may be caused by potential netWork through 
put. Providing ‘tactile feeling’ over a netWork in traditional 
systems converts arti?cial information (caller ID, distance, 
dial tone, busy signal) or touch information captured by pres 
sure sensors into tactile output and send and display it. HoW 
ever, in the present system ‘natural’ touch interaction is simu 
lated so that active user sees and touches passive users and 
that touch is displayed to each passive user through tactile 
device. 
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6 
FIG. 4 shoWs a system diagram of a synchronous interper 

sonal haptic communication system. The diagram assumes 
that users Will be participating in both active haptic input and 
receiving passive tactile output. Each user 430 and 440 are 
equipped With a tactile device such as a jacket, glove, vest or 
some form of fumiture Which contains actuators to enable 
simulation of touch. The tactile device is coupled to a com 
puting device 410, 420 comprising a processor 412, 422, 
memory 414, 424, input/output interfaces 416, 426, and stor 
age 418, 428. The memory 414, 424 and storage 418, 428 
store instructions for facilitating the virtual space manager 
318 and the associated component for facilitating the inter 
taction process by execution on processor 412, 422. The 
input/output interfaces are coupled to a video capture device 
434, 444 for receiving video images of the user 430, 440. In 
addition a display device 432, 442 is provided for shoWing 
video of the other user or a representation of the other user or 
an avatar. A haptic input device 436, 446 enables input from 
the user to be received to enable interaction With the images 
displayed on the display device 432, 442. The haptic device 
436, 446 may provide haptic feedback to the user to provide 
sensation of contact With the other user based upon the haptic 
device utiliZed. Alternatively, the haptic input device 43 6, 446 
can be replaced by a display device 432, 442 providing tactile 
capability such as a touch screen. Communication betWeen 
the computing devices 410, 420 is performed through net 
Work 380. The netWork may also be coupled to a server 480. 
The server 480 comprises at least a processor 482, memory 
484, storage 486 and input/output interface 488 to execute 
instructions to perform some of the functions described in 
connection virtual space manager such as determine object 
collisions, avatar representations, user authentication or syn 
chroniZation or coordination based upon the system con?gu 
ration. 

FIG. 5 shoWs a depth image-based representation gener 
ated by a video capture device to represent the passive users. 
The depth image can be generated based on an additional 
depth data provided by measurement means such as infrared 
or acoustic technology to determine a position relative to a 
video capture device. Alternatively depth information may be 
generated by 3D stereo camera device. The depth image 
based representation is a combination of general color images 
502 and synchronized gray-scale depth images containing 
per-pixel depth information. The gray-level of each pixel in 
the depth image indicates the distance from a camera as 
shoWn in 504. The higher (Whiter) the level is, the closer the 
distance to the camera. Since depth-image-based-rendering 
(DIBR) uses images for modeling a scene, a natural video, 
that captures a real moving scene as shoWn 502, can be easily 
generated using stereo matching algorithms or a depth cam 
era, such as by a ZCamTM by 3DV Systems, While it is very 
hard to model a real moving scene With polygons or voxels. 
DIBR is considered a 2.5D representation in the sense that the 
depth image has incomplete 3D geometrical information 
describing the scene from the camera vieW, and thus vieWers 
can touch What they see. This means that the interaction 
capability is reduced compared to a full 3D scene and thus 
vieWers cannot touch invisible parts of the scene. 

FIG. 6 presents a depth image-based haptic representation 
from a captured image 602 generating a 24-bit color image 
604 and 24-bit haptic image 606 and 8-bit depth 608 and 8-bit 
height images 610. In DIBR, a depth image is treated as a 
single object. So, a haptic surface property is assigned on the 
Whole depth image by using haptic image 606. So, a haptic 
surface property is assigned on the Whole depth image. When 
the depth image is replaced With depth video to model a 
dynamically changing scene, the haptic image should be 










