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Abstract —In our previous work [1], we proposed an adaptive 
application layer communication framework, named Admux, 
for multimedia applications incorporating haptic, video, 
auditory, and graphics information for non-dedicated 
networks such as the Internet. In this paper, the contribution is 
two-fold: first, we present a thorough description of Admux 
communication protocol and content access/communication 
management. Second, the evaluation of Admux, using an 
interactive multimodal 3D Office Slingshot game, is described. 
The 3D Office Slingshot game involves the communication of 
synchronous haptic-audio-video media – with both tactile and 
kinesthetic haptic feedback. The performance evaluation shows 
that Admux is capable of delivering synchronous haptic-video 
data while adapting to network conditions by allocating 
proportional resources to various media channels. The 
usability testing with 20 subjects has shown that players have 
expressed positive feedback about the game.  

Keywords:  multimodal interaction, haptic gaming, multimodal 
communication framework, communication protocol. 

I.  INTRODUCTION 
Multimedia utilizes multiple sensory channels to 

exchange information (that is both spatially and temporally 
correlated) with a user. Traditionally, graphic images, audio, 
video, text and animations define the contents used in a 
multimedia system. Recently, researchers have made 
significant progress in multimedia systems by incorporating 
virtual reality augmentations (3D virtual objects) as well as 
advanced media such as haptics and scent into the human 
computer interaction paradigm. The trend with multimedia 
applications and systems is the incorporation of multiple 
media in order to enhance the user’s quality of experience 
[2].  

In particular, haptic modality (both tactile and 
kinesthetic) is considered of crucial importance for a wide 
spectrum of applications such as medical simulations and 
training, education and learning, and inter-personal 
communication and gaming [3]. For example, plenty of game 
prototypes take advantage of the haptic effects offered by 
mainstream haptic interface such as Haptic the Tactile 
Gaming Vest (TGV) game [4], HapticCast [5], and the 
Haptic Battle Pong (HBP) [6], among others [7-8].  

The relationships between the different media, how they 
correlate and compliment, and their respective contributions 
to the quality of user experience have been studied by many 
researchers [9]. Nonetheless, the communication of such 
multimodal contents over non-dedicated networks remains a 
challenge. First, each media is characterized by different and 
sometimes conflicting communication requirements (QoS 

requirements). For example, kinaesthetic haptic 
communication requires a 1 kHz update rate with very low 
packet size whereas video data is only 30 Hz with huge 
volume of data per frame (compared to haptic frame size). 
Furthermore, the communication of haptic data is 
constrained by very strict delay constraints in order to assure 
local control loop stability [10].  

Several multimodal data communication frameworks 
have been developed to tackle some of these challenges [11-
12]. Admux is an application layer framework for 
synchronous haptic-audio-video communication over the 
Internet network [1]. Admux has the unique feature of 
dynamic multiplexing by allocating proportional network 
resources to various media streams in according to the 
application needs and the available network resources. Our 
previous work introduced Admux with its distinguished 
features and applications [1]. In this paper, we introduce 
Admux communication protocol and test its performance 
against the 3D Office Slingshot game which incorporates 
synchronous haptic-video communication. The game also 
incorporates both kinesthetic and vibro-tactile feedback. 

The rest of the paper is arranged as follows: Section II 
presents the related work in real-time multimodal 
communication. In section III, a summary of Admux 
communication protocol is introduced, including content 
access management as well as protocol packetization. 
Section IV introduces the 3D Office Slingshot game and 
presents the performance evaluation and a brief discussion 
about the relative findings. Finally, section V summarizes 
our findings and provides directions for future work. 
 

II. RELATED WORK 
The idea of building a communication protocol that 

facilitates dissemination of multimodal contents found 
significant interest from both the research and industry 
communities. Two directions can be identified: (1) transport 
and network protocols such as such as SCTP, Light TCP, and 
RTP/I, and (2) application layer protocols to handle specific 
application requirements. 

Few transport protocols have been proposed and 
evaluated for haptic applications (such as SCTP, Smoothed 
SCTP, Light TCP, RTP/I, and STRON) [13]. These 
protocols do not support the strict communication 
requirements of haptic media. Other protocols were proposed 
to handle the communication of haptic media (example can 
be found here [14-15]. For instance, the protocol proposed in 
[15], named ALPHAN, uses multiple-buffer scheme to 
prioritize and optimize multimodal data transfer. However, 
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ALPHAN is not adaptive to dynamic changes in the network 
resources. 

Application layer protocols were also proposed and used 
for multimodal communication – examples are MPEG-4 and 
CHAI 3D. MPEG-4 is an object-based multimedia 
framework that supports streaming data for various media as 
well as interactivity in broadcast multimedia applications 
[16]. Some researchers have tried to augment MPEG-4 
specifications to transmit haptic data [17-19]. For instance, 
the authors in [18] propose an authoring and editing 
framework that extends MPEG-4 Binary Format for Scene 
(BIFS) to conveniently represent haptic data in the scene 
graph and facilitate haptic data broadcasting. New nodes for 
tactile and kinesthetic data are added to the BIFS description 
language in order to attach various haptic properties to the 
scene. However, all these efforts do not support haptic-video 
synchronization.  

Several frameworks were introduced to handle haptic 
data communication, such as CHAI 3D [20], Reachin API 
[21], and H3D API [22]. CHAI 3D facilitates the 
development of multimedia virtual worlds including haptics, 
visualization and interactive real-time simulation. However, 
CHAI 3D does not support any communication and/or 
synchronization mechanisms for audio/video transmission. 
Reachin API allows the development of haptic-visual 
applications with high-fidelity features as well as a complete 
set of classes, nodes and interfaces for managing and 
synchronizing the haptics and graphics, and audio aspects of 
advanced 2D and 3D applications in a hierarchical data 
structure. However, here is no mechanism defined for live 
streaming and real-time interactions. The H3D API, based on 
X3D, is an open-source haptics software development 
platform that is based on OpenGL for graphics rendering and 
OpenHaptics for haptic rendering. Similar to Reachin API, 
H3D does not support any real-time communication 
mechanism for synchronized haptic-audio-video data.   

Other researchers have used statistical multiplexing to 
improve the efficiency of communication over a limited 
bandwidth network [23]. One of the few works in this area is 
to dynamically control the arrival rate of multimedia data by 
switching the coders to different compression ratio (changing 
the coding rate) based on the network conditions [24]. The 
work in [25] investigated the use of self-organizing neural 
networks to design a statistical multiplexer for video streams. 
However, haptic media is not considered in both.  

However, to the best of our knowledge, there is no 
framework capable of communicating synchronous haptic 
(tactile and/or kinesthetic), audio, video, and graphics data. 
Some frameworks such as MPEG-4 support the 
communication of audio, video, and graphics data but not 
haptic media whereas others (such as CHAI 3d, Reachin 
API, and H3D) focus on haptic data communication only. 
Admux communication protocol dynamically adapts network 
resources according to application requirements and network 
conditions.  

 

III. ADMUX COMMUNICATION PROTOCOL 
An overview of Admux communication framework is 

shown in Figure 1. The application generates multiple 

streams of media data that are compressed using different 
codecs (depending on the media type). The compressed 
streams are multiplexed using the Mux block based on the 
current Quality of Service (QoS) parameters (defined in the 
HAML-QoS datastore). Based on the available network 
resources, the multiplexer dynamically re-configures the 
codecs to comply with the available resources. The 
multiplexed stream is packetized and transmitted using 
underlying network interface (implementing UDP transport 
protocol). Two major features of Admux are described in this 
section: content access management and protocol 
packetization. 
 

 

 

 
Figure 1.  Overview of Admux communication framework. 

 

A. Content Access Management 
A major task of Admux specifications is to define the 

multimodal scene as well as the relationships between media 
components (objects) of the scene. The description is 
performed at two levels: structure level and content level. On 
the structural level, the scene description defines how the 
media objects are arranged in space and time. On the content 
level, the object description describes how the various 
channels that contain the media data relate to each other and 
how they are configured and synchronized.  

The content access procedure always starts with a session 
description (Figure 2). The session description points to at 
least two essential channels: the scene description and the 
object description channels. Notice that the contents and 
control descriptions are separated to ease content 
management. The communicating entities, then, establish the 
two channels (scene graph channel and object description 
channel). Then they exchange the scene graph description 
through the scene description channel along with update 
messages to add their own haptic device object to the scene 
graph at each end.  

Admux protocol defines several types of messages such 
as scene graph messages (describing relationships between 
the populating objects), object description messages, session 
messages, and media channel messages. For instance, the 
InitialSession message is used to initiate the 
communication session by defining the scene graph 
description and object description channels. After agreeing 
on these two channels, the communicating parties initiate the 
two channels and communicate the scene graph description 
and the object description information. One party sends a 
SceneUpdate message with its graph nodes to the other 
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party (including the haptic interface object represented by a 
haptic node) whereas the other party integrates the received 
nodes into its own scene graph and sends back a 
SceneUpdate message with the total scene. The first party 
updates its local scene graph accordingly. The media 
channels (elementary channels) will be instantiated based on 
the object descriptions and media communication starts. 
 

 

 

Figure 2.  Content access management 

B. Admux Packetization 
Admux packetization of media streams is inspired from 

MPEG-4 specifications [16] and is performed in two steps: 
first the Packetized Elementary Stream (PES) packets are 
composed from the elementary stream data and then PES 
packets are encapsulated in Transport Stream (TS) packets. 
The PES packet stores one update/frame of a media stream 
and thus its size is media dependent (varying). The TS 
packetization is designed to allow multiplexing of equal size 
data units and to synchronize the output. Once the TS packet 
header is added, the TS packets are stored in the channel 
transmit buffer(s) for multiplexing. Typically, a PES packet 
may be much larger than a TS packet. Figure 3 shows the 
packetization process as a two-phase process. 

 

 
Figure 3.  The packetization process. 

The PES header carries various rate, timing, and 
descriptive information as set by the encoder. The PES 
packet length is described in a field provided for that 
purpose. The PES packetization interval is application 
dependent resulting in packets of variable length with a 
maximum definable size of 216 bytes. The PES packet 
header is shown in Figure 4. The followings describe each 
field briefly. 
• Channel_ID: Each elementary channel is identified by a 

unique Channel_ID which is carried by the PES packet. 
This ID is also used by the de-multiplexer to identify the 
destination channel.  

• PayloadSize: This field serves to specify the exact size 
of the PES payload. This field is necessary since each 
media type has different sizes for their messages. 

• Timestamp: The timestamp indicates the instant of time 
where the update must be consumed at the receiver side 
and is used for synchronization. The field might also be 
used to establish global ordering among all updates 
generated by all the participants.  

• Frame Type: Three bits are reserved to specify the type 
of the update. Only four types are predefined (see Table 
1). Up to four other types of updates can be defined by 
application developers. 

• ObjectID: The Object Identifier (ObjectID) uniquely 
identifies an object in the environment. An ObjectID is 
persistent for the lifetime of the simulation. This field is 
optional. 

• ParticipantID: The Participant ID uniquely identifies a 
participant who is the original sender of the packet. A 
ParticipantID is persistent for the lifetime of the 
simulation. If an application requires multiple Admux 
sessions, the ParticipantID remains the same for the 
participant across multiple sessions. This field is relevant 
to collaborative applications and thus is optional. 

 

 

Figure 4.  The PES packet header. 

Each PES packet is fragmented into fixed-sized transport 
packets (TS packets) to form a general purpose way of 
combining several channels, possibly with independent time 
bases. This is advantageous when there is a need to send 
multiple media channels at a time or/and when there may be 
potential packet loss or corruption by noise. The header 
structure of a TS packet is shown in Figure 5. Here is a brief 
explanation of each field. 
 

TABLE I.  PREDEFINED UPDATE TYPES. 

Update Type Description 

Key Update 

Holds data representing key events that 
must be conveyed reliably. Note that 

collision updates are sent reliably 
regardless of the update type. 

Normal Update 
Makes up the majority of the updates that 
are sent over the network. They are sent 

unreliably. 

Incremental 
Update 

Useful when bandwidth is limited, these 
updates hold incremental information 

with respect to last received key update.  

Control Update 
The control update is used for the delay 

and jitter estimation between two hosts on 
the network. 

120120



PID
(3 bits)
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Continuity Counter
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(1 byte

Payload

Figure 5.  The TS packet header structur

• Packet Identifier (PID): The PID is us
identify the channel to which the p
The PID allows the receiver to di
channel to which each received pa
Some PID values are predefined an
indicate various channels of control i
packet with an unknown PID, or on
which is not required by the receiv
discarded. 

• PayloadUnitStartIndicator: This field
indicates the start of a PES packet p
continuation of the previous payloa
packet. It is used during the reasse
packets to indicate the arrival of the la
a PES packet. 

• AdaptationFieldControl: This field is 
that represents the number of bytes in
field immediately following this byte. 
field contains additional optional trans
can be used for implementation app
reliability mechanisms. This is crucia
is based on UDP which does not pro
detection/correction mechanisms. 

• ContinuityCounter: This field is a 
which usually increments with eac
packet of a frame, and can be used to 
packets.  

• PayloadByteOffset: The byte offset va
of the payload or the length of adap
mentioned here. 

IV. EVALUATION WITH OFFICE SLINGSHO

We have implemented the Office SlingSho
used the proposed Admux as the communic
The Office SlingShot 3D game is an interacti
slingshot game that incorporates synchronous
video interaction. The application uses the N
haptic device to launch projectiles against the
2.5D z-camera [26] to capture body movemen
jacket [27] that is capable of simulating hits. T
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to dodge incoming projectiles (as shown in t
snapshot of Figure 6). 
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Figure 6 shows all the GUI components 
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Figure 6.  A snapshot of the Of

B. Experimental Test Bed 
The experimental test bed is c
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jacket (one prototype was availa
conducted over the Internet netwo
same city (Ottawa, Canada). The 
two hosts was computed to be 40
during the time of performing the
the experimental game setup is sh

 

Figure 7.  Setup of the expe

Novint Falcon 

a chest hit and -3 points for 
feels the hit using a vibro-
igure 6). The ball shown is 
device and gets launched 
The velocity of the ball is 

inciples and according to its 
lly, when a player’s health 

either the winning or losing 

ffice Slingshot 3D game. 

composed of two Pentium 4 
0Mbs Ethernet cards, two 
o depth camera, and a haptic 
able). The experiment was 
ork between two hosts in the 

average delay between the 
0ms and the jitter was 6ms 
e experiment. A snapshot of 
hown in Figure 7. 

 
erimental evaluation. 

Haptic Jacket 

Local SlingShot 

121121



C. Results 
Three experiments are presented in this section: time 

complexity analysis to measure the computational delay due 
to Admux processing, an analysis of the relationship between 
TS packetization and error rate, and finally an analysis for 
TS packet size optimization.     

C.1 Time Complexity Analysis 
One critical factor for real-time communication is the 

time complexity of the protocol. We used a high precision 
timer to measure the computation time for a complete 
multiplexing cycle (including packetization). Figure 8 
demonstrates that the computation time is converging to 
2.005 μs which is comfortably below the 1 ms delay needed 
for the haptic modality. The time overhead caused by the 
multiplexing scheme is comfortably negligible and 
eventually has no tangible impact on the communication 
quality. 

C.2  TS Packet Size and Error Rate 
One observation that we noticed during the 

implementation was the interdependence between the TS 
packet size and the error rate for each media channel. 
Therefore, we conducted an experiment to examine that 
relationship by measuring the per channel error rate as 
function of the TS packet size. The results are shown in 
Figure 9. The error rates for the Video channel and the depth 
channel data are decreasing as the size of the TS packet 
increases. This is because the packetization is resulting in 
less number of fragments per frame, and thus a complete 
frame is interleaved with less number of UDP packets.  

 

 
 

Figure 8.  Time complexity analysis with Office Slingshot 3D game. 

On the other hand, the haptic channel showed a different 
relationship; the average error rate was not affected by the 
change in the TS packet size. The reason is because the 
haptic frame is very small (only 32 bytes) and there was no 
fragmentation for this media. It is worth mentioning that 
even though smaller size TS packet has resulted in smaller 
values for the average error rate, but the video channel and 
depth channel have suffered larger delays. 
 

    

Figure 9.  Average error rate (%) versus the TS packet size (H object, V 
object, D object, and G object refer to haptic channel, video channel, depth 

channel, and graphics channel). 

C.3  TS Packet Size Optimization 
We also examine the effects of the TS packet size on the 

average delays and jitter for the five media channels. The 
objective here is to find the optimal size of the TS packet in 
order to tradeoff the network delays and jitters and the 
average error rate. Figure 10 shows that the network delay 
and jitter are decreasing as the TS packet size increase since 
there is less fragmentation/defragmentation delays with 
larger packet size. This behavior is true until the packet size 
becomes around 5 Kbytes, after which the delay starts 
increasing again (shown in Figure 10) as the buffering 
overhead overweighs the fragmentation delays. 
 

 

Figure 10.  Delay/jitter variations with TS packet size. 

V. CONCLUSION 
Our performance evaluation with the Office Slingshot 3D 

game has demonstrated two distinguished capabilities of 
Admux. First, Admux provides a mechanism for the 
synchronization of haptic data with audio/video data with 
reasonable computation delays. Second, Admux adapts to 
application level events and interactions as well as to the 
network conditions. One interesting finding was the error 
detection and correction for PES packets. Since Admux uses 
UDP and thus encounters unreliable communication, there is 
a need for error resilience algorithm that can reassemble PES 
packets even in the case of loosing TS packets.  
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As per future work, we plan to investigate the potential 
for multi-user communication with Admux. In this case, the 
communication is dependent on synchronous and 
collaborative interactions from many players. Scalability 
becomes crucial for particular application domains such as 
social networking and gaming. Moreover, performing 
usability testing to evaluate player’s satisfaction about 
playing the game will be part of our future work. 
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