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Abstract
Facial expressions play a crucial role in modulating the emotional responses in the viewers. Touch is an important factor in 
shaping human emotions and social communication. The objective of this study is to investigate the effects of viewing and 
touching a virtual emotional face on the emotional responses of a viewer/toucher. In the case of touching the model, the 
effects of physical properties, namely stiffness and texture, are examined. Emotional facial expressions for neutrality, anger, 
fear, disgust, happiness, surprise, and sadness are developed and experimentally validated for the visual stimuli whereas four 
combinations of stiffness/texture properties are examined for the physical properties (low/high stiffness and smooth/rough 
texture). 25 participants viewed and touched the virtual emotional face and reported their respective emotional responses. 
The results showed that watching angry, happy, surprised, and sad faces significantly increased their anger, happiness, sur-
prise, and sadness levels, respectively (p < 0.05). Watching a scared or a sad face significantly modulated the participants’ 
surprise levels (p < 0.05). On the other hand, viewing and touching an angry face significantly reduced the surprise level in 
the toucher (p < 0.05). As for differences based on physical properties, our results suggested that viewing and touching the 
disgusted face significantly modulated sadness. In particular, high stiffness/rough texture condition resulted in a significant 
increase in sadness while viewing and touching the disgusted face, compared to the high stiffness/smooth texture condition 
(p < 0.01). These conclusions suggest that viewing and touching an emotional face in a virtual environment modulates 
the emotional responses in the viewer/toucher. Findings of this study help the field of virtual reality to expand to a greater 
understanding of building emotionally compelling interpersonal interactions in the virtual environments.
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1 Introduction

Visual stimuli are known to affect the emotional state among 
individuals (Min et al. 2005; Lane et al. 1999). Among other 
visual stimuli, Virtual Reality (VR) is an effective tool for 
creating immersive experiences that are able to originate 
or influence users’ emotional states (Riva et al. 2007). For 
example, the study in Riva et al. (2007) demonstrated that 
VR simulation is capable of influencing anxiety and relaxa-
tion among viewers, and also highlighted the influence on 
the emotional state by the sense of presence in virtual world. 
Similarly, VR has shown its effectiveness to help overcome 

social phobia and other mental disorders (Klinger et al. 
2005).

As for affective communication, the face is a primary 
channel through which emotions are expressed and facial 
expressions are of major importance in influencing oth-
ers’ emotions. Several studies have confirmed that facial 
expressions in virtual environments can induce emotional 
responses in an observer (Kret et al. 2013). Haptic modality 
is another affective input medium among other multimodal 
interactions that influence our emotions. Haptic interac-
tions are known to induce pleasant or unpleasant sensations 
in humans (Löken et al. 2009; Essick et al. 2010). There 
have been several research activities studying the role of 
Haptics (direct or mediated) to elicit or influence emotional 
responses (Eid and Osman 2016).

Physical properties of the haptic interaction can influence 
specific emotional responses. We experience tactile sticki-
ness of fabric/clothing against our skin every day that affect 
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our perceived comfort level (Cardello et al. 2003). A sensory 
tactile experience is necessary to experience feelings about 
the nature of object being touched. A study conducted by 
Holliins et al. (1993) examined the subjective dimensional-
ity of tactile surface texture perception in multidimensional 
scaling space. The results showed that roughness–smooth-
ness and hardness–softness were found to be robust and 
orthogonal dimensions of tactile perception. Another study 
evaluated the touch perception of surface texture and their 
relationship with surfaces’ physical properties of confec-
tionery packaging material (Chen et al. 2009). It is found 
that touch perception is often associated with more than one 
physical property.

The aim of this study is to investigate the influence of 
viewing and touching a virtual face displaying emotional 
facial expressions on emotional responses of viewer/toucher 
in a virtual environment. To do that, facial expressions of a 
neutral emotion as well as the six basic emotions (happiness, 
sadness, anger, disgust, fear, and surprise) are developed 
and experimentally validated to be perceived as intended. 
As for the haptic properties, four combinations of stiffness/
texture properties (low/high stiffness and smooth/rough tex-
ture) are considered for the effects of haptic properties on 
emotional responses. Haptic properties are rendered using 
the Geomagic Touch haptic interface with a custom finger 
grip that was designed specifically for this study. The emo-
tional responses are measured with self-reporting using a 
slider format (Marcus et al. 2015) and cross-validated with 
an evaluation of the valence/arousal model. This research 
largely influences the design of VR-based interpersonal 
communication systems, involving affective and haptic 
communication.

2  Related work

2.1  Emotional responses to facial expressions

Emotional expressions of a person lead another person to 
experience a congruent emotional state (a process referred 
to as emotional contagion) (Peters and Kashima 2015). It 
is known that emotional expressions of other may be auto-
matically mimicked (Hess and Fischer 2013) or appraised 
(Mumenthaler and Sander 2015), this leading directly to 
convergence in subjective feelings (Hatfield et al. 1993). 
Anxiety and excitement of another person could affect 
reported emotions of participants via their risk and impor-
tance appraisals (Parkinson and Simons 2009). Furthermore, 
a highly fearful friend could imply a risky situation and 
induce similar panic (Lawrence-Wood 2011). These studies 
focus on the general, visual emotional expressions and not 
specifically on facial expressions.

The visual cues from the face have been extensively 
studied for displaying specific emotions (Ko 2018). The 
foundations of six universal emotional expressions in the 
facial musculature are well documented (Ekman et al. 1987). 
While the recognition of emotional facial expressions has 
received enormous attention in the affective computing 
literature (Abdi 2010; Aviezer et al. 2008), a few studies 
examined the effects of emotional facial expressions on elic-
iting emotional responses in viewers in both real and virtual 
environments. A comparative study between virtual and real 
facial expressions is conducted in Dyck et al. (2008). The 
results showed that sad facial expressions are better recog-
nized (and thus more familiar) when expressed by virtual 
faces than human faces. In a virtual environment, a study 
reported that when participants viewed an emotional face 
displaying fear, a significant increase in the participants’ 
surprise were observed (Vrticka et al. 2014). These studies 
did not consider haptic interaction. Therefore, in the cur-
rent study, we intend to examine the effects of watching and 
touching emotional facial expressions on perceived and emo-
tional responses of a viewer in a virtual environment.

The signaling of emotions by modalities such as touch 
has received less attention than other sensory modalities. 
The cues that arise from facial expressions are also available 
to the sense of touch, and thus facial emotional expressions 
can be recognized through touch. Lederman et al. showed 
that the six universal emotions could be recognize at levels 
well-above chance when people touched the emotional face 
of a real actor (up to 74% accuracy) (Lederman et al. 2007). 
A subsequent study derived similar results for classifying 
universal facial expressions using simple 2D raised-line 
displays (Lederman et al. 2008). The results suggested that 
emotions can be interpreted from 2D displays presented hap-
tically as well as visually. Similar results are also obtained 
with virtual avatars in a virtual environment (Bernal and 
Maes 2017). Previous studies did not consider the effects of 
touching an emotional face on the viewer.

2.2  Emotional responses to haptic stimuli

Haptic stimuli are known to affect the emotional state of 
individuals. To understand the visual and sensory properties 
of textures and their appeal to human touch, Nagano et al. 
investigated the relationship between the degrees of haptic 
invitations of textures and visual textural factors (Nagano 
et al. 2013). The study reported that the surface glossiness 
and shape patterns of textures affected the degrees of haptic 
invitations while surface colors had little impact. Okamoto 
et al. evaluated the tactile dimensionality of physical prop-
erties of materials and concluded that tactile textures have 
three prominent pairs in psychophysical dimensions namely 
(hardness, softness), (roughness, smoothness), and (cold-
ness, warmness) (Okamoto et al. 2012). In this study, we 
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have selected the first two pairs of psychophysical dimen-
sions to investigate affective responses under different physi-
cal properties of tactile textures. To investigate the role of 
affective touch in human–robot social interaction, Yohanan 
and MacLean examined humans communicate emotion 
through touch to a robotic creature that mimics a small ani-
mal sitting on a person’s lap and their expected reactions 
(Yohanan and MacLean 2012). The study has summarized 
human’s intent from a touch dictionary when communicating 
emotions through touch to robots as protective, comforting, 
restful, affectionate, and playful. In another study, Israr and 
Abnousi presented the idea of vibrotactile grids for social 
touch interactions in form of a wearable haptic device that 
delivers smooth pleasant strokes on the forearm under dif-
ferent tactile illusory strokes that varied in frequency, ampli-
tude, and duration (Israr and Abnousi 2018). The results 
suggested that low-frequency strokes were more pleasant, 
while high-frequency strokes were perceived as smooth and 
continuous, but not pleasant.

2.3  Emotional responses to physical properties

A plethora of psychophysical and neuropsychological 
research investigated how surface/material properties affect 
touch perception in the real world (Lederman and Klatzky 
2007; Klatzky and Lederman 2002). For instance, a study 
explored the relationships between surface physical prop-
erties and emotional exchange (Childs and Henson 2007). 
Tactile stimuli are demonstrated to be linked to the prod-
uct’s rational cause (Barnes et al. 2007) while another study 
related affective responses to textures to the contact mechan-
ics of the finger on the surface (Childs and Henson 2007). 
In another study, eight different pine and oak wood surfaces 
are evaluated using sensory and emotional touch descrip-
tors, through the lateral motion of active fingertip explora-
tion (Bhatta et al. 2017). The results showed that natural and 
smooth wood surfaces were perceived more positively than 
coated surfaces.

Findings in the literature suggest a strong potential for 
interaction between the visual and haptic modalities for 
modulating emotional responses in a viewer/toucher. The 
aim of this study is to examine the effects of viewing and 
touching an emotional face in a virtual environment on emo-
tional responses in the viewer/toucher. Furthermore, the 
effects of physical properties of touched emotional face on 
emotional responses in the toucher will be explored.

3  Materials and methods

3.1  Experimental setup

Figure 2a shows the experimental setup with the following 
components: a custom finger grip attached to the Geomagic 
Touch haptic device to simulate realistic fingertip touch, a 
VR headset to simulate immersive visual experience, and 
the virtual reality simulation. For an enhanced ergonomic 
haptic experience, a custom finger grip was designed. Fig-
ure 2b shows a snapshot of the custom finger grip along with 
a virtual finger representation in the VR environment. The 
Geomagic Touch haptic interface is capable of rendering 
3-DOF force feedback at 1 kHz. The Oculus Rift device was 
used to provide an immersive visual experience. The virtual 
reality simulation displays the 3D model of the virtual face, 
the fingertip model displaying the position of the toucher’s 
fingertip, and a graphical user interface to display the emo-
tion rating questions and record the participant’s responses. 
The fingertip model was used as a proxy for the real fin-
ger inside the virtual environment to provide synchronized 
visual-haptic feedback at the fingertip.

The simulation software was developed using the Uni-
ty3D1 game engine that provides an easy interface to develop 
VR applications and their integration with the VR displays. 
Haptic rendering was implemented using the Unity3D sup-
port plugin for the Geomagic Touch device. Haptic proper-
ties of the virtual face model were set through the configu-
ration parameters in the haptic application programmable 
interface. Stiffness parameter was configured program-
matically to render whereas texture was simulated using 

Fig. 1  Graphical User Interface for self-reporting about perceived 
emotional responses

1 https ://unity .com/.

https://unity.com/
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displacement maps. A single point of interaction was used 
to emulate the physical contact with the fingertip.

The graphical user interface was designed to record the 
emotion responses of the participants. The interface had six 
sliders to rate the level of six basic emotions on scale 0−100 
and two sliders for valence and arousal on scale −100 to +
100 (similar to the GUI shown in Fig. 1).

3.2  Visual facial stimuli

Virtual facial stimuli were created using a 3D virtual face 
model of an adult male to display the neutral and emotional 
facial expressions2. The implementation of the six basic 
emotional expressions (happiness, sadness, disgust, anger, 
fear, and surprise), as defined by Paul Ekman (1992), was 
achieved using the description of facial surface changes as 
explained within the handbook of Facial Action Coding 
System (FACS) (Friesen and Ekman 1978). The FACS sys-
tem describes different action units (AUs) which represent 
the muscular deformation that produces changes in facial 
expression in order to display specific emotion. Figure 3 
shows the facial expressions for the neutral and the six basic 
emotions that were used in this study.

The created virtual facial expressions were validated in 
a pilot study. For this purpose, 15 volunteers (10 females) 
evaluated the facial expressions according to the expressed 
emotion in terms of intensity level on a scale of 0–100 points 
with 0 representing the impression of “not intense at all” and 
100 the impression “extremely intense”. The participants 

were also prompted to provide ratings for valence and 
arousal in order to cross-validate with the six basic emo-
tional ratings. An application was developed to display the 
emotional face using the Oculus Rift VR head-mounted dis-
play.3 The application utilized the Leap-motion4 hand tracker 
device to enable gesture-based control for the VR graphical 
user interface. A snapshot of the application as shown in the 
virtual environment is given in Fig. 1.

The facial expressions were all rated as displaying the 
intended emotional expression with statistical significance, 
as shown in Appendix  1. The table shows the average 

Fig. 2  Experimental setup. a A virtual face 3D model for physical touch emulation and head mounted display for an immersive visual experi-
ence. b A virtual fingertip in virtual reality that matches the user’s fingertip. A custom finger grip allows the natural index finger interaction

Fig. 3  Stimuli. Neutral 3D face model and six basic emotional 3D 
face models

2 https ://www.turbo squid .com/3d-model s/3d-model -male-head-
morph -targe ts/26169 4.

3 https ://www.oculu s.com/rift/.
4 https ://www.leapm otion .com/.

https://www.turbosquid.com/3d-models/3d-model-male-head-morph-targets/261694
https://www.turbosquid.com/3d-models/3d-model-male-head-morph-targets/261694
https://www.oculus.com/rift/
https://www.leapmotion.com/
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ratings, the standard deviations, and the p-values for statis-
tical significance (Wilcoxon signed rank test corrected by 
Bonferroni Abdi (2010)) for the perceived emotions corre-
sponding to all six emotional facial expressions. The results 
show that all emotional facial expressions were perceived 
as intended with statistical significance (p < 0.01). Another 
interesting finding was that surprise facial expressions were 
confused as fear (in line with previous research findings 
(Zhao et al. 2013)) whereas anger facial expressions were 
also confused as disgust. Anger and disgust perception were 
also cross-validated via the valence rating.

3.3  Haptic facial stimuli

To capture the effects of touch on emotional responses, stiff-
ness and texture properties of the virtual face were changed 
in each trial of the experiment. Even though the physical 
properties of the face model were modified, the visual prop-
erties remained unchanged for the specific emotion. The 
stiffness/texture properties of virtual model were modified 
through the application interface. A force value of 400 N/m 
was selected to render high-stiffness whereas a force value 
of 40 N/m was selected for the low-stiffness condition for 
the Geomagic Touch devices at 1kHz. These are the optimal 
operating ranges for the Geomagic touch devices. To modify 
roughness details of the haptic texture, the virtual face model 
was modified in 3D graphics software (Autodesk 3ds Max5).

A vertex displacement map (based on synthetic white 
noise) was applied to the 3D face model to simulate 
rough texture. A displacement strength factor of 1 mm 
was applied to displacement map to generate rough hap-
tic texture whereas the smooth texture was rendered with-
out displacement map. The texture displacement value of 
1 mm was selected, so roughness is clearly perceived by 
the participants’ during haptic interaction. Force feedback 
was rendered by Geomagic Touch haptic interface, with a 
custom-made finger grip to emulate realistic fingertip touch 
interaction.

3.4  Participants

A total of 25 subjects of diverse backgrounds (13 females; 
mean age, 23) took part in the present study. They were 
recruited through advertisements posted at New York Uni-
versity Abu Dhabi campus. All participants were evaluated 
for inclusion criteria: an age range of 18 to 55 years, right 
handed and normal or corrected to normal vision with no 
history of orthopedic illness. The study was approved by 
the local Ethics commission and performed according to the 
Declaration of Helsinki (IRB # 062-2018). All participants 

gave written informed consent after having received a full 
description of the study. All data collection and analysis are 
done under the guidelines of IRB.

3.5  Experimental protocol

The experimental procedure was divided into five sessions 
conducted in the following order: (1) a training session, (2) 
watching the neutral face, (3) watching the emotional face, 
(4) touching the neutral face with varying stiffness/texture 
properties, and (5) touching the emotional face with varying 
stiffness/texture properties.

The training sessions provided the participants with an 
acclimation period for the experimental setup and to become 
acquainted with the VR headset, the haptic interaction, and 
the graphical user interface. A training application, devel-
oped for this purpose, had a 3D soccer ball with varying 
stiffness/texture properties (low/high stiffness and smooth/
rough texture). Participants were also asked to interact with 
the training model through the haptic interface to familiarize 
themselves with the custom finger grip. After completing the 
training session, participants were asked to rate their emo-
tional responses (0 to 100) including valence and arousal 
(−100 to +100) on a graphical user interface. The partici-
pants were then given a short break (2 min) before moving 
on to the second session.

The second session involved watching the neutral face 
and providing emotional responses. The participants were 
asked to watch the neutral face with no haptic interaction for 
7 s and then rate their emotional responses (what they really 
felt rather than perceived emotion on the virtual face) via the 
provided graphical user interface. These ratings were used 
as an individual baseline score for the ratings obtained from 
watching the emotional face in the third session. The base-
line corrections were made in order to reduce the effects of 
individual differences associated with emotional responses.

In the third session, the participants were instructed to 
watch the emotional face with no haptic interaction and pro-
vide emotional responses, 7 s for each emotional expression. 
The six universal emotions were presented in random order 
where participants were prompted to provide emotional 
responses for each face model separately using the graphi-
cal user interface. At the end of the third session, a short 
break of 2–3 min was given to minimize nausea and fatigue 
caused by the VR headset.

Session four involved viewing and touching the neutral 
face with varying stiffness/texture properties and provided 
ratings for the emotional responses. The participants were 
instructed to spend 15 s touching the neutral face using the 
custom fingertip grip in order to feel the stiffness and texture 
properties of the virtual face and provide ratings for the emo-
tional responses (what the participant really felt during the 
interaction rather than the perceived emotion of the virtual 5 https ://www.autod esk.com/produ cts/3ds-max/overv iew.

https://www.autodesk.com/products/3ds-max/overview
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face). The participants experienced four combinations of 
stiffness/texture properties of the virtual face: low-stiffness 
and smooth-texture, high-stiffness and smooth-texture, low-
stiffness and rough-texture, high-stiffness and rough-texture.

In the fifth session, the participants were asked to per-
form similar haptic interaction as in session four with 24 
different combinations of emotional states of the virtual face 
and stiffness/texture properties (six emotions multiplied by 
four combinations of high/low stiffness and smooth/rough 
texture). Table 1 highlights the different combinations of 
the stiffness/texture properties and emotional states of the 

virtual face. Index numbers from 1−6 in Table 1 correspond 
to the six universal emotions used to generate random com-
binations (anger, fear, disgust, happiness, surprise, and sad-
ness emotion, respectively). To avoid carryover effects, the 
24 tasks were ordered by considering counterbalancing.

4  Results

4.1  Responses to watching emotional face

To understand how participants were emotionally influenced 
by watching the virtual face with the six basic emotions, 
we analyzed their subjective ratings. A summary of all the 
results is shown in Table 2. The reported p-values in Table 2 
are the outcome of the Wilcoxon signed rank test that were 
eventually corrected by Bonferroni method.

Our results suggested that watching an angry face in a vir-
tual environment influenced anger in the viewer (p < 0.01). 
This result was also cross-validated with valence ratings 
(p < 0.01). These findings are in agreement with previous 
studies about how watching an angry face may induce anger 
in the real world (Dimberg and Söderkvist 2011; Pell and 

Table 1  Combinations of physical properties and emotional state of 
virtual model generated in a counterbalanced order

Numbers from 1–6 indicate anger, fear, disgust, happy, surprise, and 
sad emotions, respectively. HS/ST, LS/RT, HS/RT, and LS/ST indi-
cate high stiffness/smooth texture, low stiffness/rough texture, high 
stiffness/rough texture, and low stiffness/smooth texture conditions, 
respectively

3(HS/ST) 5(LS/ST) 6(LS/RT) 1(LS/ST) 2(HS/ST) 4(LS/RT)
5(HS/RT) 6(LS/ST) 3(LS/RT) 1(HS/ST) 2(HS/RT) 4(LS/ST)
3(LS/ST) 1(HS/RT) 2(LS/ST) 5(LS/RT) 6(HS/ST) 4(HS/RT)
6(HS/RT) 4(HS/ST) 1(LS/RT) 5(HS/ST) 3(HS/RT) 2(LS/RT)

Table 2  Emotional responses 
when participants viewed 
emotional faces (reported 
ratings are corrected based 
on emotional responses when 
viewing neutral model for each 
participant).

Wilcoxon signed rank test corrected by Bonferroni, *p < 0.05,**p < 0.01

Emotional Facial model

Responses Anger Fear Disgust Happiness Surprise Sadness

Anger M 14.2 0.7 4 1 0.3 0.9
SD 19.3 2.6 14.8 10 7 7.5
p 0.0039** 1.0000 1.0000 1.0000 1.0000 1.0000

Fear M 12.8 1.6 − 3 − 8.7 − 5.9 − 7.8
SD 21.7 23.7 21.6 16.8 19.6 17.4
p 0.0845 1.0000 1.0000 0.0938 1.0000 0.2734

Disgust M 10 2.2 11.2 − 0.6 − 2.6 − 2.4
SD 18.4 10.1 23.3 17.1 9.2 11.1
p 0.0508 1.0000 0.0966 1.0000 1.0000 1.0000

Happiness M − 8 3.1 − 8.4 23.3 4.9 − 8.8
SD 16.7 23.4 18.2 19.6 23.4 17.8
p 0.1250 1.0000 0.1875 0.0012** 1.0000 0.1250

Surprise M 7.4 18.3 − 6.3 − 1.7 21.3 − 9.1
SD 19.6 27.3 16.2 18.4 32.8 16.5
p 0.6972 0.0331* 0.4448 1.0000 0.0486* 0.0400*

Sadness M 1.5 − 3.1 8.4 − 1.7 − 3.4 26.7
SD 10.5 8.3 19.6 10.9 8.1 22.9
p 1.0000 1.0000 0.3594 1.000 1.0000 0.0002**

Valence M − 36.2 − 9.8 − 30.9 22 − 3.8 − 28
SD 39.9 44.4 41.2 41.7 35.2 39.9
p 0.0009** 1.0000 0.0074** 0.0685 1.0000 0.0250*

Arousal M 7.6 11 − 8.7 13.1 15.8 − 4.5
SD 39.9 44.9 28 30.1 38.8 40.8
p 1.0000 1.0000 1.0000 0.3078 0.3498 1.0000
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Richards 2011). On the other hand, fear facial expressions, 
which were confused with surprise as shown in Sect. 3.2, 
resulted in a significant increase in surprise (p < 0.05) but 
not fear. This is also observed in previous research (Flack 
et al. 1999). Viewing disgusted model resulted in a signifi-
cant decrease in valence ratings (p < 0.01). This confirms 
a phenomenon known as the valence intensity effect which 
describes how humans are sensitive to valence intensity 
in negative emotional stimuli but not in positive ones (Lu 
et al. 2016). Happy facial expressions affected happiness 
in the viewers (p < 0.01). This is in line with previous 
research findings about the fact that watching a happy face 
induces happiness in the viewer in the real world (Deng and 
Hu 2017). Surprise facial expressions influenced surprise 
responses in the viewer (p < 0.05). This is also confirmed 
in previous studies (Lewis 2012). Finally, sad facial expres-
sions resulted in a significant increase in sadness (p < 0.01) 
and a significant decrease in surprise responses (p < 0.05). 
These results were also cross-validated with a significant 
decrease in valence rating (p < 0.05), and are similar to 
those reported in previous studies (Flack et al. 1999). With 
previous studies showing how watching emotional face influ-
ences the viewer’s emotional responses in the real world, 

similar findings are confirmed in this study for watching an 
emotional face in a virtual environment.

4.2  Responses to touching emotional face

To evaluate the emotional responses in individuals’ while 
touching emotional faces bearing different haptic properties 
(texture and stiffness), participants’ subjective ratings sub-
mitted after each haptic interaction were analyzed. Ratings 
were adjusted for the base line case when participants were 
asked to rate their initial emotional responses by watching 
the neutral model.

The results for the emotional responses due to touching 
emotional face displaying the six basic emotions are shown in 
Table 3. The mean and standard deviation for the differences in 
emotional responses between touching and watching the emo-
tional faces are presented. Moreover, p-values from Wilcoxon 
rank-sum test for all the emotions are reported. It is noted that 
a significant decrease in the surprise level among participants 
was found when they touched the angry model compared to 
the case when they just watched it (Wilcoxon rank-sum test, 
p < 0.05, corrected by Bonferroni). Figure 4 shows how the 
basic emotional ratings are influenced by touching the emo-
tional faces compared to watching it. In case of touching, the 

Table 3  Relative change in 
the participants’ emotional 
responses while touching 
emotional faces for the four 
haptic conditions compared 
to the case when watching 
the respective emotional 
face. Wilcoxon rank-sum test 
corrected by Bonferroni, *p < 
0.05

Emotional Facial model

Responses Anger Fear Disgust Happiness Surprise Sadness

Anger M 9.6 1.0 7.7 − 1.5 0.5 1.8
SD 28.5 7.8 18.2 8.1 8.2 9.7
p 1.0000 1.0000 0.0707 1.0000 1.0000 1.0000

Fear M − 8.1 − 2.4 1.2 − 0.2 6.3 1.2
SD 19.4 22.7 15.4 8.2 19.6 10.5
p 0.5807 1.0000 1.0000 1.0000 1.0000 1.0000

Disgust M 0.3 1.8 2.1 2.7 5.5 3.4
SD 24.8 15.8 23.7 14.2 16.2 13.3
p 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

Happiness M 0.4 − 6.0 0.1 − 2.4 − 8.3 0.9
SD 6.7 18.5 4.5 20.9 17.3 4.3
p 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

Surprise M − 12.8 − 10.8 0.8 − 5.2 − 8.7 0.0
SD 19.1 25.8 13.2 14.2 26.1 10.9
p ∗0.0215 0.4843 1.0000 1.0000 1.0000 1.0000

Sadness M − 0.9 2.0 − 4.0 − 1.5 2.4 − 0.9
SD 12.2 7.1 19.7 6.6 8.5 21.0
p 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

Valence M − 4.7 − 2.3 − 0.5 − 8.1 − 10.1 6.7
SD 49.1 35.4 34.4 39.6 34.8 27.0
p 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

Arousal M − 7.4 − 6.4 6.7 − 6.5 − 9.5 − 1.4
SD 44.9 35.3 37.0 30.6 31.7 30.2
p 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
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valence ratings for the happiness, surprise, and anger expres-
sions decreased, while the valence ratings for sadness expres-
sion increased. Touching the angry, happy, surprise, and fear 
facial models resulted in a decrease in the arousal ratings, 
while neutrality and disgust expressions resulted in an increase 
in the arousal ratings.

Furthermore, the effects of physical properties on emo-
tional responses while touching the emotional face were also 
examined. Our results suggested that the physical properties 
of the touched model play a considerable role in modulating 
emotions in the toucher. Table 4 reports the p-values for the 
significance of emotional responses while touching facial 
models based on physical properties. It is clear that the effects 
of physical properties were significant to modulate sadness 
while touching a disgusted face (Table 4). Examining the dif-
ferences between physical properties, Fig. 5 shows a signifi-
cant increase in sadness rating when touching the disgusted 
model with high stiffness/rough texture compared to touch-
ing the disgusted model with high stiffness/smooth texture 
(Kruskal–Wallis test, p < 0.01; Ad hoc, Bonferroni correc-
tion). Previous research has demonstrated that rough texture 
experiences are usually judged more negatively than smooth 
surfaces (Ollivier et al. 2019). Furthermore, previous research 
showed that touching a hard object (high stiffness) influences 

positive feelings (valence) of the toucher (Ravaja et al. 2017). 
It seems the combination of rough texture and hardness further 
modulated negative feelings in the form of sadness.

5  Discussion

5.1  Emotional responses to emotional face

Along the lines of earlier research for watching emotional 
face in the physical world (Aviezer et al. 2008; Dailey et al. 
2002; Susskind et al. 2007; Smith and Scott 1997, our results 
supported the notion that watching an emotional face influ-
ences emotions of the viewer in a virtual environment. This 
was particularly true for anger, happiness, surprise, and sad-
ness. Happiness and sadness are the most representative pos-
itive and negative emotions, which seem to have the strong-
est effect on the participants’ emotional responses. Anger 
and disgust facial expressions also resulted in significant 
increase in anger and disgust levels, respectively. It is pre-
sumed that negative facial expressions had a stronger stim-
ulation than their positive counterparts (Baumeister et al. 
2001), thus creating stronger emotional responses. These 
results were cross-validated with valence/arousal ratings.

An interesting finding was that when participants viewed 
the virtual face displaying fear, there was no significant 
increase in the fear level, rather a significant increase in 
the surprise level. Fear has been described as negatively 
valenced surprise (Vrticka et al. 2014) (fear indicates a 
potential threat whereas surprise conveys a sense of novelty 
or unexpectedness (Schroeder et al. 2004)). Therefore, this 

Fig. 4  Participants’ change in emotional responses (mean valence and 
arousal levels) when they watched the facial models compared to the 
case when they touched the facial models with respective emotions 
(reported ratings are baseline adjusted)

Fig. 5  Participants’ relative sadness level to watching neutral face in 
case of touching disgust face with four types of haptic properties. HS/
ST, LS/RT, HS/RT, and LS/ST indicate high stiffness/smooth texture, 
low stiffness/rough texture, high stiffness/rough texture, and low stiff-
ness/smooth texture, respectively. Kruskal–Wallis test, **p  <  0.01; 
Ad hoc, Bonferroni correction
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result seems valid because humans do not expect others to 
be afraid when the source of threat is unknown.

Watching the virtual face with anger facial expressions 
significantly increased the anger level. These results con-
firm that negative images have a deeper influence on people. 
This is again in line with the valence intensity effect which 
describes how humans are sensitive to valence intensity in 
negative emotional stimuli but not in positive ones (Lu et al. 
2016). Another unexpected result was that watching the vir-
tual face with sad facial expressions significantly reduced the 
surprise level. This could probably be explained by previ-
ous findings that sad facial expressions are better recognized 
(and thus more familiar) when expressed by virtual faces 
than human faces (Dyck et al. 2008). Therefore, watching a 
familiar facial expression (sadness in this case) resulted in a 
reduced surprise response.

The present findings suggest that touching emotional face 
modulates emotional responses in the toucher. For instance, 
statistically significant reduction in surprise level was 
reported while touching an angry face regardless of the spe-
cific haptic properties of the touched face. As for the effects 
of physical properties, it was shown that the high stiffness/
rough texture condition resulted in a significant increase in 
sadness compared to the high stiffness/smooth texture con-
dition. It is assumed that a combination of hard and smooth 
sensation comforted the touching person by reducing sad-
ness (Singh et al. 2014). These findings provide insight into 
the relationship between physical properties of material and 
the emotional responses in the toucher.

5.2  Contextual bias

Previous research has shown that facial expressions of emo-
tions are experienced in a wider context, including body 
language, the ambient environment, and viewers’ beliefs and 
expectations (Gescheider and Hughson 1991; Calbi et al. 
2017). For instance, many participants’ perceived anger and 
disgust expressions interchangeably (Appendix 1), which is 
also confirmed in previous studies (Aviezer et al. 2008; Dai-
ley et al. 2002; Susskind et al. 2007; Smith and Scott 1997. 

Similarly, surprise was confused with fear as in agreement 
with previous studies with an argument that surprise emo-
tion is a cognitive state that combines with true, valenced 
emotions such as fear or happiness (Etcoff and Magee 1992; 
Ekman 1984; Oatley and Johnson-Laird 1987).

Participants’ rated their emotional responses differently 
along the six basic emotions and the valence/ arousal space 
with or without haptic interactions (Table 2, 3 and Fig. 4). 
Touching an emotional face might create another contex-
tual bias (Gescheider and Hughson 1991; Calbi et al. 2017, 
and this is also visible in the reported emotional responses 
by the participants. As shown in Fig. 4, the participants’ 
emotional responses to the six basic facial models are at a 
different location on a valence/arousal space than reported 
in the circumplex model of affect (Russell 1980; Posner 
et al. 2005. Since the terminologies valence and arousal 
were unfamiliar to non-experts, we replaced them with 
the unpleasant/pleasant and deactivated/activated in the 
response interface GUI (Fig. 1). Nevertheless, many par-
ticipants reported after the experiment that expressing 
their feelings on this scale was unfamiliar and uncomfort-
able. It is assumed that these may have resulted in the dis-
tortion of circumplex model of affect. These observations 
highlight the importance of studying emotional responses 
under ecologically valid conditions.

5.3  Study limitations

Although the findings of the present study were supported 
by statistical significance, a few limitations should be 
mentioned. First, the current study relied on self-reporting 
to measure perceived and emotional responses rather than 
psycho-physiological measures. Self-reporting measures 
the subjective experience of emotions and thus can be 
inconsistent, unreliable, and difficult to reproduce (See-
ley et al. 2015). Another limitation is the use of static 
emotional faces, other attributes such as gender or facial 
expressions animation, are expected to further modulate 
emotional responses. Finally, the current study did not 

Table 4  p values for emotional 
responses based on the physical 
properties of the touched 
emotional face. Kruskal–Wallis 
test corrected by Bonferroni, ** 
p < 0.01

Emotional Facial model

Responses Anger Fear Disgust Happiness Surprise Sadness

Anger 0.8996 0.1765 0.8894 0.6732 0.4648 0.8435
Fear 0.9839 0.8679 0.9676 0.9987 0.5868 0.7479
Disgust 0.7506 0.8576 0.4158 0.5121 0.8616 0.6125
Happiness 0.9221 0.7920 0.9384 0.6444 0.7228 0.8630
Surprise 0.8166 0.7677 0.2801 0.7000 0.8904 0.9351
Sadness 0.6168 0.9323 0.0077** 1.0000 0.9342 0.9486
Valence 0.8111 0.7800 0.5843 0.6240 0.7049 0.8804
Arousal 0.7416 0.2069 0.8325 0.7467 0.7506 0.9046



562 Virtual Reality (2021) 25:553–564

1 3

consider any interaction with the emotional faces, which 
would largely influence the emotional responses. This 
could be an interesting direction for future research.

6  Conclusion

In this study, the effects of viewing and touching a virtual 
emotional face on modulating emotional responses in the 
viewer/toucher were examined. It is evident that viewing 
emotional face in a virtual environment influences emotions 
in the viewer. The same applies to touching emotional face 
where touching an angry face significantly reduced the sur-
prise levels in the toucher. Furthermore, it was found that 
physical properties play a noticeable role in modulating 
emotional responses in the toucher.

As for future work, we plan to examine the effects of 
physical properties in interpersonal communication in vir-
tual environments, for both the touching and the touched 
parties. Furthermore, we would like to study the effects 
of multi-modal interaction (haptic-visual-auditory) as this 
would resemble real human-to-human interaction. Finally, 

an interesting future direction would be to utilize physiologi-
cal data to measure emotional responses rather than relying 
on the self-reporting mechanism.
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A: Perceived emotions

(See Table 5)

Table 5  Relative rating scores 
for perceived emotions when 
participant’s watch six basic 
emotions from the case when 
watching neutral face. Wilcoxon 
signed rank test corrected 
by Bonferroni, **p < 0.01, 
***p < 0.001

Perceived Facial Model

Emotion Anger Fear Disgust Happiness Surprise Sadness

Anger M 84.9 16.0 44.3 − 0.8 − 0.8 0.1
SD 16.1 33.2 23.8 3.1 3.1 0.5
p 0.0005*** 1.0000 0.1250 1.0000 1.0000 1.0000

Fear M − 0.9 56.7 0.0 0.5 14.5 4.1
SD 3.6 31.8 5.3 6.2 23.3 14.2
p 1.0000 0.0020** 0.7500 1.0000 0.0078** 1.0000

Disgust M 19.3 11.1 40.0 4.3 2.7 4.9
SD 29.8 19.3 32.1 8.6 8.4 13.2
p 0.0010*** 1.0000 0.0039** 1.0000 1.0000 1.0000

Happiness M 0.0 4.1 0.0 35.2 1.6 0.0
SD 0.0 16.0 0.0 23.7 6.2 0.0
p 1.0000 1.0000 1.0000 0.0005*** 1.0000 1.0000

Surprise M 0.0 45.6 0.8 0.0 79.1 0.0
SD 0.0 35.3 3.1 0.0 16.6 0.0
p 1.0000 0.1250 1.0000 1.0000 0.0005*** 1.0000

Sadness M − 14.8 − 14.8 − 11.3 − 11.7 − 10.9 40.1
SD 22.7 22.7 24.3 24.0 27.4 22.0
p 0.5000 1.0000 0.5000 0.5000 0.5000 0.0005***

Valence M − 46.0 − 18.0 − 40.4 16.0 − 0.5 − 21.7
SD 38.9 49.4 36.1 27.1 34.8 26.8
p 0.0020** 0.8594 0.0098** 0.4805 1.0000 0.0742

Arousal M − 5.6 9.6 − 5.7 24.7 25.3 − 6.4
SD 46.3 49.5 48.0 38.8 50.3 29.2
p 1.0000 1.0000 1.0000 0.1211 0.5391 1.0000
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