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Preface

The first sense that a baby will experience is touch. The feelings of warmth, cold,
roughness, softness, and hardness are those that we as babies first experienced and
responded to.

“An Australian woman gave birth to twins but the boy, thirteenweeks premature
and weighing only 2lbs, was not breathing. Despite the desperate attempts of the
attending medical staff to resuscitate the tiny child, after twenty minutes the doctor
handed the baby to the heartbroken mother so that she could have a final cuddle
and say her goodbyes.

The mother held the little boy against her skin snuggling, stroking and talking
to him while her husband comforted her. Amazingly, after holding the child for two
hours, she felt a slight movement from the little body. Gazing at the child she saw
that he was breathing and his eyes started to open. The doctorand nurses were
at first convinced that the movement was simply the muscular reaction that often
occurs in a body after death. The mother, undeterred, moistened the baby’s lips with
a little breast milk on her finger and was overjoyed when the child tried to suck
her finger. The medics were stunned but were later told that this phenomenon is not
unique and is known as the ‘kangaroo touch’. Being held ‘skinto skin’, the baby
was revived by the warmth of the mother’s flesh, at exactly thesame temperature,
and the feel of her heart beating” [Sun Newspaper, August 25th, 2010].

Children need affection! Imagine a child, somewhere in thisworld, for some
reason lost connection with his/her loved ones. The traditional ways to maintain
such a connection might be simple images or maybe some audio files of their voices.
Would it not be exciting to be able to restore the smell, touch, and hug feeling of
the child’s parent whenever he/she needs their affection? Would it not be amazing
to share the parent‘s physical affection while viewing their picture or hearing their
voice recording? Would it not be interesting to recall past memories of childhood
by recording and later replaying such physical stimuli?

These ideas have triggered new research into ways of physically recording those
expressions of affection. This research covers methods, algorithms, and technolo-
gies for understanding, capturing, and transmitting theseexpressions in a realistic
and secure manner.
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6 Preface

This book is about haptics as the new media. It describes human haptic percep-
tion and interfaces and presents fundamentals in haptic rendering and modeling in
virtual environments. The book explains the diverse software architectures for stan-
dalone and networked haptic systems. It also demonstrates the vast application spec-
trum of this emerging technology together with its trends. The primary objective is
to provide a comprehensive overview and a practical view of haptic technologies.
An understanding of the close relationship among the wide range of disciplines that
constitute a haptic system is a key principle towards the successful building of col-
laborative haptic environments.

This book is different than any other book that has looked at haptics. We look at
haptics as a new medium rather than just a domain in human-computer interaction,
virtual reality, or robotics. It is structured as a reference book, so it allows for fast
accommodation to most of the issues concerned. It is also intended for researchers
interested in studying touch and force feedback for use in technological multimedia
systems in computer science, electrical engineering, or other related disciplines.
Many are searching for the next big haptic idea in research and development areas
such as military, gaming, or interpersonal communication.

Abdulmotaleb El Saddik
Mauricio Orozco

Ottawa, Mohamad Eid
May 2011 Jongeun Cha
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Chapter 1
Haptics: General Principles

1.1 Introduction

Our senses are physiological tools for perceiving environmental information. Hu-
mans have at least five senses (as defined and classified by Aristotle). These senses
are: sight or vision, hearing or audition, smell or olfaction, touch or taction and taste
or gustation. They are perceived when sensory neurons reactto stimuli and send
messages to the central nervous system. we actually have more than five senses.
For example, Gibson has stated that we have both outward-orientated (exterocep-
tive) senses and inward-orientated (interoceptive) senses [127]. The sense of equi-
librium, also known as proprioception, is one example of these other senses. Each
of the sense modalities is characterized by many factors, such as the types of re-
ceived and accepted data, the sensitivity to the data in terms of temporal and spatial
resolutions, the information processing rate or bandwidth, and the capability of the
receptors to adapt to the received data.

1.2 Human Senses

Typically, it is believed that vision and audition convey the most information about
an environment while the other senses are more subtle. Because of this, their char-
acteristics have been widely investigated over the last fewdecades by scientists and
engineers which has led to the development of reliable multimedia systems and en-
vironments.

15



16 1 Haptics: General Principles

1.2.1 Vision

The visual sense is based on the level of absorption of light energy by the eye and the
conversion of this energy into neural messages. The acceptable wavelength range for
human eyes is between 0.3 and 0.7 microns (1 micron = 10−6 meters).The temporal
resolution sensitivity of the human visual system is biologically limited and not
sufficient to detect the presentation of sequential video frames past a certain speed.
This is the reason why we do not perceive a digital movie as a series of still images,
but rather as moving pictures. Similarly, our spatial resolution is limited and does
not allow us to resolve individual pixels. The spatial resolution is determined by the
density and type of photoreceptors in the retina. Several factors limit the retina’s
functionality, such as the size of the pupil, the stimulatedarea of the retina, the eye
movement, the background light, and the exposure time of thetarget.

1.2.2 Audition

The human auditory system transmits sound waves through theouter, middle, and
inner ears. This sound wave is transformed into neural energy in the inner ear. It
is then transmitted to the auditory cortex for processing. The audible frequency of
humans ranges from 16 Hz to 20000Hz and is most efficient between 1000Hz and
4000Hz. A sound can also be described in terms of the sound wave’s direction (or
relative position of the emitter to the receiver since each ear has a non-uniform
directional sensitivity), frequency, intensity or loudness (which ranges from 0 to
160dB), and duration.

1.2.3 Touch

Indeed, the sense of touch is distributed over the entire body, unlike the other con-
ventional four senses, which are centralized around specific parts of the body. The
sense of touch is mainly associated with active tactile senses like our hands. Such
senses can be categorized in several ways, and they have a link to the kinesthetic
senses. Humans are very sensitive to touch, but different parts of our body have
different sensitivities. These sensitivities vary because the skin is an interface that
centrally discriminates four modalities of sensation, namely touch (including both
light touch and pressure), cold, heat, and pain. Furthermore, a combination of two or
more modalities can be used to characterize sensations suchas roughness, wetness,
and vibration. A human would not be able to sense and respond to the physical en-
vironment without these tactile receptors located over theentire body. To appreciate
the sense of touch more fully, consider the following facts:according to Heller and
Schiff [155], touch is twenty times faster than vision, so humans are able to differen-
tiate between two stimuli just 5 milliseconds apart; Bolanowski et al. [44] found that
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touch is highly sensitive to vibration up to 1KHz, with the peak sensitivity around
250 Hz; and skin receptors on the human palm can sense displacements as low as
0.2 microns in length [197].

1.2.4 What does the sense of touch do for us?

Robles de la Torre [309] states that losing the sense of touchhas catastrophic effects
such as impairment of hand dexterity, loss of limb position perception, and the in-
ability to walk, just to name a few. Every day we use human-computer interfaces to
interact, communicate, or perform various tasks, e.g., sending e-mails, downloading
a video, controlling a process in an industrial plant. It seems that audio and visual
feedback is dominant for these types of interactions; however, there is considerable
importance in developing and applying sophisticated touch-enabled interfaces to
perform similar tasks or improve the performance of existing tasks. Therefore, the
following question may arise: what level of realism can be achieved upon enabling
touch interactions with virtual environments? To answer this question, the haptic
modality must be more fully explored [310].

1.3 Haptics exploration

Haptics, a term that was derived from the Greek word “haptesthai” meaning “of
or relating to the sense of touch”, refers to the science of manual sensing (explo-
ration for information extraction) and manipulation (for modifying the environment)
through touch. It has also been described as “the sensibility of the individual to the
world adjacent to his body by the use of his body” [127]. This word was introduced
at the beginning of the twentieth century by researchers in the field of experimen-
tal psychology to refer to the active touch of real objects byhumans. In the late
eighties, the term was redefined to enlarge its scope to include all aspects of ma-
chine touch and human-machine touch interaction. The ’touching’ of objects could
be done by humans, machines, or a combination of both, and theenvironment can
be real, virtual, or a combination of both. Also, the interaction may or may not be
accompanied by other sensory modalities such as vision or audition. Currently, the
term has brought together many different disciplines, including biomechanics, psy-
chology, neurophysiology, engineering, and computer science, that use this term to
refer to the study of human touch and force feedback with the external environment.

Touch is a unique human sensory modality in contrast with other modalities.
As previously mentioned, it enables bidirectional flow of energy due to the sensing
and acting activities performed, as well as an exchange of information between the
real or virtual environment and the end user(see Figure 1.1). This is referred to as
active touch. For instance, to sense the shape of a cup, one must run their fingers
across its shape and surfaces to build a mental image of the cup. Furthermore, in a
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manipulation task, for instance sewing with a needle, the division between “input”
and “output” is often very sharp and difficult to define. This co-dependence between
sensing and manipulating is at the heart of understanding how humans can so deftly
interact with the physical world.

Computer

Unidirectional

Unidirectional

Bidirectional

Fig. 1.1: A distinguishing feature of haptics is the bidirectional flow of information

The initial sense of contact when one’s hand interacts with an object is provided
by the touch receptors (nerves endings) in the skin. The receptors provide informa-
tion on the geometry, texture, slippage, etc. of the object surface. This information is
tactile or cutaneous. When the hand applies force, trying to hold this object, kines-
thetic information (force feedback) comes into play by providing physical informa-
tion about the position and motion of the hand relative to theobject (see Figure 1.2).
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Fig. 1.2: Force representation in a virtual world

From Figure 1.2 one can see how we can make objects that populate the vir-
tual environment touchable. The basic principle behind haptic interaction is simple.
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When the human user manipulates the generic probe (sometimesreferred to as end-
effector) of the haptic device, the position sensors of the device convey its tip posi-
tion to the computer. At every time interval - say every 1 millisecond - the computer
that controls the device checks for collisions between the simulated stylus and the
virtual objects populating the virtual environment. If a collision has occurred, the
haptic rendering system calculates the reaction forces/torques that must be applied
at the human-device interaction point and controls the actuator (a computer con-
trolled electric DC motor) attached to the device, leading to a tactual perception of
the virtual objects. In the case that no collision is detected, no forces will be com-
puted/applied, and the user is free to move the stylus as if exploring empty space. In
the simplest case, the magnitudes of the reaction forces areassumed proportional to
the depth of indentation, and the forces are applied immediately following surface
penetration.

1.4 Concepts and Terminology

We rely on our sense of touch to do everyday tasks such as dialing a touch-tone
phone, finding first gear in a manual transmission car, or playing a musical instru-
ment. We rely heavily on the tactile and kinesthetic cues we receive from the en-
vironment. Tactile cues include textures, vibrations, andbumps, while kinesthetic
cues include weight and impact etc. In the following section, we present some cru-
cial concepts and terminology related to haptics:

Haptic: the science of applying tactile, kinesthetic, or both sensations to human-
computer interactions. It refers to the ability of sensing and/or manipulating objects
in a natural or synthetic environment using a haptic interface.

Cutaneous: relating to or involving the skin. It includes sensations of pressure,
temperature, and pain.

Tactile: pertaining to the cutaneous sense, but more specifically the sensation of
pressure rather than temperature or pain.

Kinesthetic: relating to the feeling of motion. It is related to sensations originating
in muscles, tendons and joints.

Force Feedback: relating to the mechanical production of information thatcan be
sensed by the human kinesthetic system.

Haptics or haptic technology: an emerging interdisciplinary field that deals with
the understanding of human touch (human haptics), motor characteristics (machine
haptics), and with the development of computer-controlledsystems (computer hap-
tics) that allow physical interactions with real or virtualenvironments through touch

Haptic communication: the means by which humans and machines communicate
via touch. It mostly concerns networking issues.

Haptic device: is a manipulator with sensors, actuators, or both. A variety of
haptic devices have been developed for their own purposes. The most popular are
tactile-based, pen-based, and 3 degree-of-freedom (DOF) force feedback devices.
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Haptic interface: consists of a haptic device and software-based computer con-
trol mechanisms. It enables human-machine communication through the sense of
touch. By using a haptic interface, someone can not only feedthe information to
the computer but can also receive information or feedback from the computer in the
form of a physical sensation on some part of the body.

Haptic perception: the process of perceiving the characteristics of objects through
touch

Haptic rendering: the process of calculating the sense of touch, especially force.
It involves sampling the position sensors at the haptic device to obtain the user’s po-
sition within the virtual environment. The position information received is used to
check if there are any collisions between the user and any objects in the virtual en-
vironment. In case a collision is detected, the haptic rendering module will compute
the appropriate feedback forces that will finally be appliedonto the user through
the actuators (see Figure 1.2). Haptic rendering is, therefore, a system that consists
of three parts, a collision detection algorithm, a collision response algorithm, and a
control algorithm.

Sensors and Actuators: a sensor is responsible for sensing the haptic information
exerted by the user on a certain object and sending these force readings to the haptic
rendering module. The actuator will read the haptic data sent by the haptic rendering
module and transform this information into a form perceivable by human beings.

Tele-haptics: the science of transmitting haptic sensations from a remote explored
object/environment, using a network such as the Internet, to a human operator. In
other words, it is an extension of human touching sensation/capability beyond phys-
ical distance limits.

Tele-presence: the situation of sensing sufficient information about the remote
task environment and communicating this to the human operator in a way that is
sufficient for the operator to feel physically present at theremote site. The user’s
voice, movements, actions, etc. may be sensed, transmitted, and duplicated in the
remote location. Information may be traveling in both directions between the user
and the remote location.

Virtual Reality (VR): can be described as the computer simulation of a real or
virtual (imaginary) world where users can interact with it in real time and change
its state to increase realism. Such interactions are sometimes carried out with the
help of haptic interfaces, allowing participants to exchange tactile and kinesthetic
information with the virtual environment.

Virtual environment (VE): is an immersive virtual reality that is simulated by a
computer and primarily involves audio-visual experiences. Despite the fact that the
terminology is evolving, a virtual environment is mainly concerned with defining
interactive and virtual image displays.

Collaborative Virtual Environments (CVE): is one of the most challenging fields
in VR because the simulation is distributed among geographically dispersed com-
puters. Potential CVE applications vary widely, from medical applications to gam-
ing.

Simulation Engine: is responsible for computing the virtual environment behav-
ior over time.
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Collaborative Haptic Audio Visual Environment (C-HAVE): in addition to tradi-
tional media, such as image, audio, and video, haptics - as a new media - plays a
prominent role in making virtual or real-world objects physically palpable in a CVE.
A C-HAVE allows multiple users, each with his/her own hapticinterface, to collab-
oratively and/or remotely manipulate shared objects in a virtual or real environment.

1.5 Roadmap to Multimedia Haptics

In a virtual environment, a real scenario is simulated by a computer generated appli-
cation where some of the user’s senses are ingeniously represented in order for them
to interact and perceive stimuli that are very similar to thereal environment. Tradi-
tionally, human-computer interfaces have delivered typesof stimuli that are based
on two of our senses, namely vision and sound. However, with the addition of the
sense of touch through tactile and force feedback, the computer-based applications
become richer in media content through better mimicry of real life situations and
tasks or remote real environments.

The sensing of forces is tightly coupled with both the visualsystem and one’s
spatial sense; the eyes and hands work collectively to explore and manipulate ob-
jects. Moreover, researchers have demonstrated that haptic modality reduces the
perceived musculoskeletal loading that is measured through pain and discomfort in
completing a task [92]. Therefore, there is a trend in the design of interfaces towards
multimodal human-computer interaction that incorporatesthe sense of touch.

Our perceptions of the world arise as a combination of correlated inputs across
several of our senses. With this in mind, we might ask if it is possible to increase our
sensory perception by simultaneously coupling visual cuesto the haptic modality in
a haptic-based application. In literature, it is found thatmost haptic-based applica-
tions, with the exception of those designed for the visuallyimpaired, seem to be
augmented by visual feedback. Many researchers have shown that the interaction
with stimuli arriving in more than one sensory modality can increase the realism of
a virtual reality. However, the keyword here is “perception”, so if the cross-modal
information is not well synchronized and consistent, the added sensory informa-
tion might corrupt the intended stimulus. For instance, researchers have found that
when conflict between sensory cues (for instance between thehands and eyes) arise,
the brain effectively splits the difference to produce a single mental image, and the
overall perception experienced by the subject will be a compromise between the
two senses. Therefore, visual cues must be synchronized with haptic interactions to
increase the quality of perception.

It would be easier to extract shape information through visual means than to col-
lect this information haptically. Exploring an object to perceive its shape using the
sense of touch places large demands on the observer’s memoryfor the exploration
and integration of spatial and temporal signals. In contrast, the optimal exploratory
procedures for texture - pressure and lateral motion - are simple and quick to per-
ceive using a haptic modality. Therefore, visual cues help us anticipate the haptic
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sensation resulting from the interaction with an object. Imagine pressing your hand
against a pillow: the visual cues have already prepared you to feel a soft object. In
this case, we can say that the visual image has influenced our haptic perception.

On the other hand, many researchers have acknowledged the importance of ev-
eryday listening as: “the act of gaining information about events in the world by
listening to the sounds they make” [124]. Therefore, the human auditory modality
contributes intensively to the perception of the ambient environment.

In the early stages of audio-haptic inter-modal perception, it was shown that audi-
tory stimuli do not significantly influence haptic perception [258]. Later, researchers
found that sound cues that are typically associated with tapping harder surfaces were
generally perceived as stiffer [95]. These studies suggestthat coupling audio and
haptics could help create more sophisticated perceptions of solidity, shape, loca-
tion, and proximity. We believe, however, that the additionof sound to augment the
perceptual capabilities of a haptic-based application is constrained by many require-
ments. For instance, the sound needs to be generated in real-time based on the user’s
interaction, and it must respond to continuous input data (such as continuous con-
tact force). Furthermore, the synthesized sound must reflect the auditory properties
of the contacting objects.

The roadmap towards Haptics Audio Visual Environments (HAVE) comprises
three different paths; human haptics, machine haptics, computer haptics, and one
roundabout called multimedia haptics (as shown in Figure 1.3). Notice that the
knowledge is cumulative by nature. For instance, to design aproper haptic device,
one needs to understand the human haptic road, which investigates human haptic
system capabilities and limitations. To develop a proper haptic rendering algorithm,
one needs a knowledge of spatial and temporal attributes of haptic devices, which
lies in machine haptics, etc.

1.5.1 Path 1 - Human Haptics

Human haptics refers to the study of human sensing and manipulation through tac-
tile and kinesthetic sensations. When a person touches an object, the interaction
force or pressure is imposed on the skin. The associated sensory system conveys
this information to the brain, which leads to perception. Asa response, the brain
issues motor commands to activate the muscles, which results in hand or arm move-
ments. Human haptics focuses mainly on this human sensorimotor loop and all as-
pects related to human perception of the sense of touch. Therefore, human haptics
research deals with all the mechanical, sensory, motor, andcognitive components of
the body-brain haptic system.

Haptic perception can be defined as the process of interpreting touch informa-
tion, or the sense of feeling things via the sense of touch, torecognize objects. It
involves tactile perception through the skin and kinesthetic perception through the
movements and positions of the joints and muscles. Humans explore and identify
an object by moving their fingers on the object’s surface or byholding and moving
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Fig. 1.3: Roadmap to Multimedia Haptics

the whole object, which is called haptic perceptual exploration, and it is identified
as active touch as opposed to passive touch [310].

The journey towards multimedia haptics starts by understanding the human hap-
tic system, including the tactile and kinesthetic perceptual processes and the func-
tioning of the human perceptual system. Researchers in thisdomain strive to com-
prehensively understand the human haptic system. This includes research into un-
derstanding the human sensory system, haptic perception and cognition in the hu-
man brain, and the human motor system (actuation system). This research also pro-
vides guidelines for the design and development of haptic interfaces. Chapter 3 of
this book thoroughly covers the fundamental concepts and state-of-the-art research
in human haptics.

Once the physiological elements needed to reproduce the real world as a virtual
scenario have been identified, we turn to the discipline thatcovers such requirements
in practical terms. The discipline of developing haptic technology has been named
“machine haptics”.
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1.5.2 Path 2 - Machine Haptics

Based on the knowledge of the capabilities and limitations of the human sense of
touch, the second phase is to design and develop haptic interfaces - or what is re-
ferred to as machine haptics. Machine haptics involves designing, constructing, and
developing mechanical devices that replace or augment human touch. These de-
vices, also called haptic interfaces, are put into physicalcontact with the human
body for the purpose of exchanging (measuring and displaying) information with
the human nervous system. In general, haptic interfaces have two basic functions;
firstly, they measure the poses (positions and/or orientations) and/or contact forces
of any part of the human body, and secondly, they display the computed reaction
touch to a haptic scene that populates touchable virtual objects with haptic properties
such as stiffness, roughness, friction, etc. Haptic interfaces can be broadly divided
into two categories: force feedback devices and tactile devices. Force feedback de-
vices display force and/or torque and enable users to feel resistive force, friction,
roughness, etc. Tactile devices present vibration, temperature, pressure, etc. on the
human skin and display textures of a virtual object or provide information such as
showing direction, reading text, displaying distance, etc.

Force feedback devices behave like small robots that exchange mechanical en-
ergy with users. One way to distinguish between haptic interface devices is by the
number of DOFs of motion and/or force present at the device-body interface. De-
vices with three to six DOFs are mostly used because of their mechanical and pro-
gramming simplicity in addition to their low cost. The usersusually grab and move
the device, which controls a tool-type avatar in a haptic scene, and when the avatar
makes contact with an object in the scene, the contact force and/or torque is dis-
played to the user’s hand through the device. Multi-DOF force feedback devices
such as hand-worn gloves and arm-worn exoskeletons can provide more dexter-
ity but are usually bulky and hard to wear. Combining multiple low-DOF force
feedback devices provides simplicity and dexterity such asin two-finger grabbing.
Another possible classification of force feedback devices relates to their grounding
locations. Two examples are ground-based and body-based. Finally, the desirable
characteristics of force feedback devices include, but arenot limited to, the follow-
ing: (1) symmetric inertia, friction, stiffness, and resonant-frequency properties, (2)
balanced range, resolution, and bandwidth of possible sensing and force reflection,
and (3) low back-drive inertia and friction [329].

Tactile devices are arrays of actuators that have direct contact with human skin.
Since an actuator module cannot cover the entire continuoussurface of the specific
human body part, and since human skin cannot distinguish twoadjacent stimuli
within a certain threshold (two-point threshold) [316], most tactile devices consist of
a number of actuator modules that are uniformly distributed. As discovered through
human haptics research, the human body has various two-point thresholds across
the body, so the density of the actuators is dependent on these thresholds. For exam-
ple, the fingertip has a very small two-point threshold compared to that of the arm,
so fingertip tactile devices have finely distributed actuators compared to armband-
type tactile devices. Tactile devices are also broadly categorized by the stimuli that
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they can generate, whether it is vibration, pressure, temperature, etc., and they can
be further categorized by their actuator types, such as pneumatic, motor, hydraulic,
shape memory alloy, etc. Since tactile devices provide cutaneous stimuli while force
feedback devices provide kinesthetic stimuli, these two types of devices can be com-
bined to provide a very natural haptic feedback.

In a nutshell, this path involves researchers acquiring knowledge about the ex-
isting sensory and actuation hardware technologies and thecontrol of such devices.
Researchers are concerned about the design and implementation of efficient and
effective sensors and/or actuators that make up a haptic device. Furthermore, this
domain explores the attributes that define the quality of haptic interfaces that are
based on electromechanical technologies. This domain is extensively presented in
chapter 4 of this book along with a taxonomy of haptic interfaces according to the
proposed quality attributes.

Today almost any electromechanical interface requires a human-machine inter-
face, which enables the user to interact with the simulated or remotely-located real
world. These devices are mainly products of research and development on compu-
tational elements related to computer haptics.

1.5.3 Path 3 - Computer Haptics

Once haptic interfaces are developed, we move from the machine haptics path to the
computer haptics path. Computer haptics is related to the design and development
of algorithms and software that compute interaction forcesand simulate physical
properties of touched objects, including collision detection and force computation
algorithms. Essentially, computer haptics deals with modeling and rendering virtual
objects for real-time display by touch, and this computing process is called haptic
rendering; it is analogous to graphic rendering. We anticipate rapid improvements in
computer haptics as computers become more powerful and affordable and sophisti-
cated software tools and techniques become increasingly available.

Since the term haptic rendering has been widely used in literature with slightly
different meanings, we explicitly define it as the following:

“Haptic rendering refers to the set of algorithms and techniques that are used to
compute and generate forces and torques in response to interaction between the hap-
tic interface avatar inside the virtual environment and thevirtual objects populating
the environment.”

The above definition has many implications. First, the avatar is a virtual repre-
sentation of the haptic interface whose position and orientation are controlled by the
operator. The avatar’s geometry and type of contact varies according to the appli-
cation and can be point-based (3-DOF), object-based (6-DOF), multi-point-based
(multiple 3-DOF), or volumetric-based. The point-based haptic interface is the most
widely used interface since it is computationally efficientfor presenting stable haptic
interaction and provides pen-like tool-based interactionthat allows the user to per-
form a variety of tasks. Although object-based avatars givemore realistic interaction
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forces and torques, such tools require computationally expensive algorithms; such
computations, if not completed promptly, can cause the device to become unstable.
These haptic devices are not easily available due to their bulkiness and high cost. An
alternative to this is the multi-point-based representation. This is simply a set of mul-
tiple point-based representations that is used to provide grabbing functionality and
allow more dexterous interactions such as two-finger grabbing. Volumetric-based
representation is usually found in medical applications toenable cutting, drilling,
etc., by sacrificing memory storage for accelerated complexand time-consuming
computations.

The second implication is that the ability to find the point(s) of contact is at
the core of the haptic rendering process. This is the problemof collision detection,
which becomes more difficult and computationally expensiveas the complexity of
the models increases. However, an important characteristic of haptic interaction,
locality, drastically accelerates the collision detection process by building hierar-
chical bounding volumes. While graphic rendering occurs globally to display the
whole viewing area, haptic interaction happens in the vicinity of the haptic interface
avatar, so the collision needs to be examined only around theavatar. By hierarchi-
cally dividing virtual objects into bounding volumes, the only virtual objects that are
examined are the ones included in the bounding volume where the haptic interface
avatar is located.

The third implication is the need for a force response algorithm. This is the calcu-
lation of the ideal contact forces. Upon detecting a collision in a virtual environment,
interaction forces between avatars and virtual objects arecomputed and transmitted
to users via haptic interfaces, generating tactile and/or kinesthetic sensations. The
interaction force is generally calculated based on a penetration depth, described
as the distance the haptic interface avatar penetrates the object it is acting upon.
Due to the mechanical compliance of haptic interfaces and the discrete computa-
tion characteristics of computers, the haptic interface avatar often penetrates virtual
objects [410]. By introducing an ideal haptic interface avatar that has the same posi-
tion as the haptic interface avatar in free space and cannot penetrate virtual objects,
namely a god-object or a proxy, the penetration depth is calculated as the distance
between the real haptic interface and ideal haptic interface avatar. As a result, the
interaction force is calculated according to Hooke’s law1 using the stiffness value of
the virtual object being acted upon. In order to add surface properties such as fric-
tion or roughness to the calculated force, the position of the ideal haptic interface
avatar on the virtual object can be modulated.

The final implication is that the interaction between avatars and virtual objects is
bidirectional; the energy and information flows both from and toward the user. This
means that the virtually generated energy in the virtual environment is physically
embodied via haptic interfaces and can potentially injure the user or pose a safety
problem. Generally this can be avoided by keeping the hapticrendering update rate
higher than 1 kHz, providing a reasonable amount of stable and smooth force to
simulate stiff objects [53]. However, in order to guaranteestability of haptic render-

1 F = kx, whereF is the restoring force,x is the penetration depth, andk is a stiffness value of the
closest surface
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ing in low power systems, or to keep high fidelity, haptic control algorithms need to
be considered as introduced in [81, 147].

Consequently, computer haptics provides software architectures for haptic inter-
actions and synchronization with other display modalities. Chapter 5 of this book
presents the fundamental concepts of haptic rendering along with some discussions
about design and implementation details.

1.5.4 The roundabout - Multimedia Haptics

The last phase in this journey is multimedia haptics, which considers haptics as a
new media channel in a complete multimedia system. We define multimedia haptics
as the following:

“the acquisition of spatial, temporal, and physical knowledge of the environment
through the human touch sensory system and the integration/coordination of this
knowledge with other sensory displays (such as audio, video, and text) in a multi-
media system”

Multimedia haptics involves integrating and coordinatingthe presentation of hap-
tic and other types of media in the multimedia application. Generally, a multimedia
system consists of media acquisition or creation, content authoring, and transmis-
sion and consumption components. Multimedia haptics research can be categorized
based on these components as described below [69].

First of all, haptic content needs to be created before it canbe delivered to the
audience and consumed. While there are a lot of standard toolsto capture or syn-
thesize audio and video (AV) media, such as a camcorder, it isless obvious how
the same objective can be achieved for haptic media. Basically, haptic media can be
created through three key approaches like what has been donein AV media: data can
be recorded using physical sensors; it can be generated using specialized modeling
tools; and it can be derived automatically from analysis of other associated media.

The acquired haptic media needs to be represented in a properformat so that it
can be stored synchronously with other media. There have been endeavors to add
haptic media into existing multimedia representation frameworks such as Reachin
API to VRML, H3D into X3D, HAML based on XML, and haptic broadcasting
framework based on MPEG-4. Furthermore, MPEG-V Media Context and Control
(ISO/IEC 23005) is another framework that deals with sensory information, includ-
ing haptic/tactile modality in a virtual world. Haptic media can be synchronized
temporally and spatially with the multimedia representation to produce meaningful
content. This requires haptic authoring tools, which are counterparts of audio-visual
media production tools such as video authoring tools, 3D modeling tools, etc. 3D
haptic modelers, such as HAMLAT (HAML-based Authoring Tool[103]) and K-
Touch [336], provide graphic and haptic user interfaces foradding haptic proper-
ties to existing virtual objects. Tactile editors, such as posVibEditor [322], a tactile
movie authoring tool [206], enable the creation and editingof vibration patterns that
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can be synchronized with AV media. We call the resultant authored content “haptic
content” to differentiate it from AV content.

The generated haptic content can be stored in files to be delivered through storage
devices such as CD/DVD, USB memory drive, etc. or transmitted through the com-
munication network. Sometimes the haptic content may be acquired and transmitted
immediately for real time interactions in a shared virtual simulation. Traditionally,
the implementation of the shared virtual simulation is limited by two problems: la-
tency and coherency in manipulation. Delays in processing haptic media can easily
bring the haptic interface to a state of instability. Therefore, intense research has
been undertaken to reduce delays and jitters in processing and transmitting force
information over long distances. The various techniques that were developed to in-
tegrate force feedback in shared virtual simulations must deal with significant and
unpredictable delays and synchronization issues. One example of such a system
is the Collaborative Haptic Audio Visual Environments (C-HAVE), which allows
multiple users with their own haptic interfaces to collaboratively and/or remotely
manipulate shared objects in a virtual environment.

To recapitulate, this phase covers concepts such as haptic data capturing and rep-
resentation, transmission and compression, and the synchronized dissemination of
haptic media have been explored. One of the most challengingareas of research
in haptics is the on-time communication of haptic data, and currently, extensive
research is being conducted in the domain of haptic media transmission (or tele-
haptics). Several communication frameworks and protocolsfor haptic data commu-
nication, as well as performance issues and challenges, will be discussed in Chapter
6 of this book.

1.6 Haptic-Audio-Visual Multimedia System

With the technologies that have been developed in human haptics, machine hap-
tics, computer haptics, and the multimedia haptics, conventional multimedia sys-
tems have the potential to evolve into a haptic-audio-visual(HAV) multimedia sys-
tem that brings more interactive and immersive experiencesbecause of the haptic
modality. For example, while viewers passively watch TV or movies, or gamers
interact with video game characters audio-visually through a game controller, the
HAV multimedia users would be able to touch the game characters and feel a physi-
cal event, such as an earth quake, happening in a movie. Figure 1.4 shows a diagram
of the HAV multimedia system; compared to the conventional multimedia system,
haptic sensors and displays are added to capture haptic properties and display haptic
interactions through corresponding devices. Since most haptic displays have phys-
ical contact with the human body, they are designed based on human haptics and
machine haptics to provide a comfortable and safe interaction experience. The in-
teraction response, such as a reacting force or vibration onthe skin, is simulated and
calculated via the haptic rendering process, which works together closely with the
graphic rendering process and other simulation engines. Inorder to provide a stable
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and high fidelity interaction force, high update rates need to be maintained, and the
stability of the mechanical system should be guaranteed through computer haptics.

Another important aspect in a HAV multimedia system is theirmode of opera-
tion. Most HAV multimedia contents work in a standalone fashion; however, net-
worked collaborative environments have gained interest ina society that is more
and more inter-connected these days. Thus, a haptic transmission over networks
such as a dedicated network or the Internet can be located at different places in
the architecture based on computer haptic and multimedia haptics. The network
management component is responsible for communicating themultimedia contents
(haptic, audio, visual, etc.) over a network (dedicated or non-dedicated networks).
This component implements all network related algorithms to maintain intra-modal
(within the same media stream) and inter-modal (between different media streams)
synchronization for the multimedia contents and compensates for network deficien-
cies such as network reliability and delay/jitter. Severalspecific haptic algorithms
need to be developed to compensate for information loss and network delays and
jitter to maintain the stability of the haptic interactions.

The HAV multimedia authoring component allows users or producers to develop
HAV multimedia contents and applications. Similar to conventional authoring tools,
it should provide modules to import captured media, edit andcompose the media
into meaningful contents synchronized temporally and spatially, and store the results
for delivery.

1.7 Case Study: HugMe Interpersonal Communication System

In this section, we demonstrate the HAVE architecture by considering a specific
haptic application called the HugMe system (haptic interpersonal communication
system) [105]. Having all the contributing media types, theHugMe application is
an excellent example of a complete HAVE system incorporating haptic, audio, and
visual information.

The HugMe system enables a parent and child to communicate over the Internet
using multi-modal interactions (haptic, audio, and video information). As shown
in Figure 1.5, the child is wearing a haptic suit (haptic jacket) that is capable of
simulating nurturing physical stimuli. The parent, on the other side of the network,
uses a haptic device to communicate his/her feelings to the child. A 2.5 dimensional
(2.5D) camera is used to capture the image and depth information of the child and
send it to the parent. The parent can use the haptic device to apply forces to the child
representation shown on their screen. The interaction information is calculated and
sent back to the child, and the child feels the interaction ofthe parent via the haptic
jacket. Meanwhile, the force feedback of the child’s image is conveyed to the parent
using a Novint Falcon force feedback device.

The HAVE architecture implementing the HugMe system is redrawn in Fig-
ure 1.6. The visual sensor in the HugMe system is the depth video camera that
captures the color information (RGB signal) and depth information (D signal). The
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Fig. 1.5: HugMe application scenario

depth signal is a grayscale bitmap image where each pixel value represents the dis-
tance between the camera and the respective pixel in the RGB image. The HugMe
system uses a commercially available camera, called the ZCamTM from 3DV Sys-
tems, to capture both the RGB and the depth data. Furthermore, special markers
are used to track the child’s body movements and construct a human model that is
used in collision detection. All the captured information is stored in a data repos-
itory using the HAML format. The network management component implements
Admux (a multimedia communication protocol for synchronous haptic-audio-video
communication) [104], which synchronizes the multimedia rendering and adapts it
to the network requirements, compensating for any network deficiencies.

The haptic interface used in the HugMe system is the Falcon device, developed
and marketed by Novint Technologies, Inc. It provides the parent with the touch
feeling whenever the haptic device end-effector collides with an object of the re-
mote environment (in our case the video contents). The Falcon device is both a
haptic sensor (represented by the Falcon device position component) and a force
feedback device (shown as the Falcon device driver component), as shown in the
HAVE general diagram. At the child’s side, the haptic jacketis used to display tac-
tile information to the child. The haptic jacket comprises an array of vibrotactile
actuators to simulate continuous tactile feeling to the user. The jacket is connected
to the HugMe system using Bluetooth technology to enhance its mobility and wear-
ability.

1.8 Roadmap of the Book

The incorporation of more and more forms of media (from audioand video to touch,
smell, and more) is a significant research trend in multimedia systems. The goal is
to attain the most natural and intuitive modes of human interaction with a digital
world. Haptics is sure to play a prominent role in making virtual objects in these
worlds physically sensible and palpable, which increases the realism of these inter-
actions. In particular, the proper use of synchronous haptic interactions results in
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Fig. 1.6: HugMe system architecture

better quality of experience for the end users. This book provides a basic knowl-
edge of haptics, including current research and commercialpotential. The content
is spread over four major areas, which are described as follows:

1.8.1 Haptic Applications and Research Challenges

Because the number of possible human activities is unlimited, so too is the number
of haptic applications. In Chapter 2, we present a description of application cate-
gories showing some of these applications. As a matter of fact, applications of this
technology have rapidly been extended to devices used in graphical user interfaces
(GUIs), games, multimedia publishing, scientific discovery and visualization, arts
and model creation, editing sound and images, the vehicle industry, engineering,
manufacturing, tele-robotics and tele-operation, education and training, and medi-
cal simulation and rehabilitation. From the literature, one can make several observa-
tions as well as recommendations for future research in haptics for multimedia. The
literature also helps to pinpoint different research challenges that the haptic commu-
nity is facing; Chapter 7 does exactly this. These challenges are classified in parallel
with the topics covered through the book; many stem from the limitations of haptic
device hardware - impractical, expensive, and inaccessible - and the complexity of
touch and physical interactions.
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1.8.2 General Principles in Haptic Multimedia Systems and
Human Haptic Perception

Chapters 1 and 3 explain the basic principles of a haptic system and the foundation
and disciplines related to haptics. Chapter 1 introduces the basic concepts and ter-
minology used among the haptic community and provides the “big picture” of what
a haptic system is. It also explains the common features of haptic applications; the
architecture of a virtual reality application that incorporates visual, auditory, and
haptic feedback; and haptic perception and modeling in the virtual environment.
Chapter 3 describes the biology of touch in the human body, the classification and
measurement methodologies for haptic perception, and perception experimentations
and tools.

1.8.3 Haptic Interfaces and Rendering

One of the most important aspects of haptic applications is the haptic interface be-
cause it provides a path for perceived stimuli and the human kinesthetic and/or touch
channels. This is discussed in Chapter 4. Discussion on haptic rendering is found in
Chapter 5 and covers three main topics: collision detectionalgorithms and their
classifications, force response algorithms, and control algorithms. The collision-
detection algorithm uses position information collected through sensors to find col-
lisions between objects and avatars and report the resulting degree of penetration
or indentation. Next, the force-response algorithm computes the “ideal” interaction
forces between avatars and virtual objects involved in a collision. And finally, the
control algorithm collects interaction force informationfrom the force-response and
applies them on the operator through the haptic device whilemaintaining a stable
overall behavior.

1.8.4 Haptic Audio Visual Environment

In Chapter 6 we study the types and designs of applications that gain access to
the virtual object perceptual information through haptic displays. Chapter 6 con-
tains descriptions of the various techniques used in integrating force feedback into
shared virtual simulations. This integration requires dealing with significant and un-
predictable delays, haptic information representation, synchronization, haptic APIs,
existing haptic software frameworks, such as Reachin and Novint e-Touch, and hap-
tic programming toolkits. The chapter elaborates on the discussion of networked
haptics (commonly referred to as the Collaborative Haptic Audio Visual Environ-
ment (C-HAVE)). Some characteristics, such as quality of experience and security,
are also highlighted.
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1.9 Further Reading about Haptics

In recent years, there has been extensive research literature on all aspects of hap-
tic systems. Some journals, such as IEEE Transactions on Haptics, IEEE Transac-
tions on Instrumentation and Measurement, ACM Transactions on Graphics, ACM
Transactions on Applied Perception, ACM Transactions on Multimedia Computing,
Communications and Applications, MIT Press Presence, Springer Multimedia Tools
and Applications, Springer Multimedia Systems Journal, and the Electronic Journal
of Haptics Research “Haptics-e” frequently publish haptics-based research results.
Many other journals, such as Journal of Robotics and Mechatronics, have special
issues on this subject.

In addition, a good number of international conferences andworkshops are either
dedicated to haptics or have special sessions on haptics. Some examples are: the
IEEE International Symposium on Haptic Audio Visual Environments and Games
(HAVE), IEEE Haptics Symposium, Eurohaptics, Worldhaptics, ACM Multimedia
(ACM MM) and Human Computer Interaction (ACM HCI) Conferences, and the
IEEE International Conference on Robotics and Automation.



Chapter 2
Haptics: Haptics Applications

2.1 Introduction

Mankind has always dreamt of escaping reality, and this willonly be possible
through the use of new technologies. According to Greek legend, when Daedalus
and his young son Icarus were trapped within the Labyrinth that Daedalus had built,
Icarus did not escape by finding an exit through trial and error or going through the
walls; he escaped by taking to the sky using a set of wings constructed by his father.
He escaped through the use of new technology. Overwhelmed with the excitement
of the feeling of flying, Icarus went too high. By flying too close to the sun, the
heat melted the wax that held his wings together, and he fell into the sea. Indeed,
technology can be pushed too far! Escaping reality using technology, while keeping
in touch with reality, is the fantasy some visionaries are trying to achieve. Some of
these visionaries work on haptic audio visual environments(HAVEs).

2.2 Haptic Evolution: from Psychophysics to Multimedia

Haptics was introduced at the beginning of the 20th century through research in the
field of experimental psychology aimed at understanding human touch perception
and manipulation. These psychophysical experiments provided the contextual clues
involved in haptic perception between humans and machines.The results in the
disciplines of psychology and physiology provided a renewed surge into the study
of haptics, and it remained popular until the late eighties.Researchers have found
that the mechanism by which we feel and perceive the tactual qualities of our envi-
ronments are considerably more complex in structure than, for example, our visual
modality. However, they opened up a wealth of opportunitiesin academic research
to achieve realistic touch simulation.

Turning to the robotics arena in the seventies and eighties of the last century,
most researchers were considering the systems aspect of controlling remote robotic

35
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vehicles to perceive and manipulate their environments by touch. The main objec-
tive was to create devices with a dexterity inspired by humanabilities. When these
robotic mechanical systems have a human being in their control loop, they are re-
ferred to as tele-manipulators. In these systems, an operator is expected to perceive
the environment, reason about the perceived information, make decisions based on
this perception, and act according to a plan specified at a very high level [19]. In
time, the robotics community found interest in topics including, but not limited to:
sensory design and processing, grasp control and manipulation, object modeling,
and haptic information encoding. Meanwhile, terms such as “tele-operation”, “tele-
presence”, and “tele-robotics” were used interchangeablyby the robotics commu-
nity until the mid-nineties. Two of these terms ended up being especially important
for haptic systems: tele-operation and tele-presence. Tele-operation refers to the ex-
tension of a person’s sensing and manipulation capabilities to a remote location. In
tele-presence, an operator feels as if he/she is physicallyat the remote site. Mo-
tivated by these concepts, the tele-presence and tele-operation research communi-
ties developed several projects in a variety of fields such asnuclear, sub-sea, space,
and military applications. Only recently have haptic technologies become integrated
with high-end workstations for computer-aided design (CAD), and at the lower end
on home PCs and consoles to augment human-computer interaction (HCI). Effec-
tively, this implies the opening of a new mechanical channelbetween humans and
computers such that data can be accessed and literally manipulated through haptic
interfaces. Currently, computer haptic systems can display objects of sophisticated
complexity and behavior. This is thanks to: the availability of high-performance
force-controllable haptic interfaces; affordable computational geometric modeling,
collision detection, and response techniques; a good understanding of the human
perceptual needs; and a dramatic increase in processing speed and memory size.
With the commercial availability of haptic devices, software toolkits, and haptics-
enabled applications, we foresee that the field of human-haptics interaction will
experience an exciting growth. Kinesthetic movement and haptic tactile sensations
allow for multimedia applications to utilize touch and force feedback in addition to
traditional media such as image, audio, and video. Haptics,as a new media, plays a
prominent role in making real-world objects physically palpable in a collaborative
virtual environment. For instance, Collaborative Hapto Audio Visual Environments
(C-HAVEs) allow multiple users, each with his/her own haptic device, to manipulate
shared objects in a virtual environment.

The potential of haptics as a new media is quite significant for many applications,
such as: tele-contact (haptic conference), gaming, tele-presence, tele-learning, tele-
medicine, tele-operation in hazardous environments, industrial design and testing,
scientific discovery and visualization, arts and creation,the automotive industry,
engineering, manufacturing, education and training, as well as medical simulation
and rehabilitation and any related interactive virtual reality application (as illustrated
in Figure 2.1). Therefore, the application spectrum is quite vast, and its trend of
expansion is anticipated to increase. In this chapter, we provide an overview of some
of the current applications involving the use of haptics as apromising technology.
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Fig. 2.1: The spectrum and trend for HAVE applications

2.3 Haptics for Medical Applications

Medicine is an ancient discipline, yet the medical field has been an active source of
haptic development in the recent past. Haptics have been used in medical training
to revolutionize many surgical procedures over the last fewdecades. Surgeons rely
on the feeling of net forces resulting from tool-tissue interactions, and they require
proper training to successfully operate on patients. Sincehaptic technology can be
applied to different techniques in the medical field, we haveadopted the formal
medical procedure taxonomy to identify current medical-haptic based applications.
A medical procedure is “an activity directed at or performedon an individual with
the object of improving health, treating disease or injury,or making a diagnosis”1.
This can include a wide variety of techniques; however, according to the Canadian
Centre for Health Information [366], medical procedures can be broadly classified
into diagnostic, therapeutic, and surgical procedures. While haptics can be used for
education and training in diagnostic procedures, in this book we concentrate on hap-
tics applied in surgical simulations and therapeutic procedures, particularly stroke
based rehabilitation and support for the visually impaired.

2.3.1 Surgical Simulations

Surgery can be defined as “the branch of medicine concerned with treatment of bod-
ily injuries or disorders by incision or manipulation, especially with instruments”2.
Surgery simulation environments that utilize force feedback devices can support

1 International Dictionary of Medicine and Biology ISBN 047101849x
2 Concise Oxford Dictionary-10th Edition
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medical simulations and training. Despite the fact that this technology has been in-
troduced in minimally invasive surgery (MIS) procedures, among others, there is
still a problem providing significant haptic feedback to improve user performance
on such systems. This was pointed out by Xin et al. [398] and lately referenced by
Okamura [269]. Surgical simulators potentially address many of the issues in surgi-
cal training: they can generate scenarios of varying complexity; new and complex
procedures can be practiced on a simulator before proceeding to a patient or animal;
and students can practice on their own schedule and repeat the practice sessions
as many times as they want. Surgical simulators have been surveyed in [233] and
can be classified according to their simulation complexity as needle-based surgery,
minimally invasive surgery, and open surgery.

Needle-based procedures use needles, catheters, guide-wires, and other small
bore instruments for teaching relatively straightforwardprocedures with well-defined
algorithms. They are performed most commonly in abdominal surgery. The needle
insertion action is sometimes difficult to perform and requires a pre-programming.
A novel interactive haptic approach is presented in [96] to simulate this procedure.
The virtual needle insertions are simulated using a numerical material model and
a derived needle shaft force distribution. A virtual needleis advanced into a linear
elastostatic model in two dimensions that are discretized using the finite element
method. Other needle-based simulators can be found in [232,383]. A similar type
of simulation was established by Chial et al. [76] who presented a haptic scissor
system intended to simulate the interface of a pair of Metzenbaum3 surgical scis-
sors. It has been tested and compared against real tissue simulations. The haptic
results recorded from this project provide good guidelinesfor a detailed analysis for
reality-based modeling, but there is still further research to be done to overcome the
limitations in the presented approach.

Minimally invasive surgery uses specially designed instruments that are intro-
duced into the body via small incisions and is commonly referred to as laparoscopic
surgery. It is characterized by a limited range of motion andhaptic feedback, the
use of specialized tools, and video displays. Many laparoscopic simulators have
been developed so far [231, 39]. For instance, a training setto simulate laparo-
scopic procedures based on virtual surgical instruments for deforming and cutting
3D anatomical models has been developed at the Institut National de Recherche en
Informatique et en Automatique (INRIA) [288]. Their approach is based on biome-
chanical models that include the notion of anistropic4 deformation.

Another framework that includes many important aspects of haptics is the Min-
imally Invasive Surgical Simulation and Training (MISST) framework described in
[26]. Several challenges have been uncovered in the design of MIS simulators, in-
cluding the haptic interface hardware design, tissue and organ model development,
tool-tissue interactions, real-time graphical and hapticrendering, and recording and

3 American surgeon (1876-1944). The surgical scissors have been named after Dr. Myron Firth
Metzenbaum. They have curved blades with blunt ends.
4 Anistropic. Physics: having a different magnitude or properties when measured in different di-
rections. Properties of a material depend on the direction; for example, wood. In a piece of wood,
you can see lines going in one direction; this direction is referred to as “with the grain”.
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playback. In the field of commercial products, SimbionixTM has developed a LAP
MentorTM, which is a multi-disciplinary surgery simulator that offers training to
both new and experienced surgeons. Training ranges from basic laparoscopic skills
to performing complete laparoscopic surgical procedures [205]. LAP MentorTM

provides tactile sensations transmitted by the use of laparoscopic instruments.
Open surgery requires direct vision of, and tactile contactwith, a region of inter-

est inside the human body. The visual field, the range of haptic feedback, and the
freedom of motion are considerably larger compared to MIS, thus it is more difficult
to simulate. For example, a biopsy is a medical procedure that relies on the manual
skills of the medical surgeon. Acquisition of these skills requires gaining significant
experience. One method has been proposed by Marti et al. [244] to acquire such
experience through a technique that combines visualization with haptic rendering to
provide real-time assistance to medical gestures. This biopsy navigator is a system
that provides haptic feedback to the surgeon using patient-specific data. Realistic
open surgery simulation requires considerable advances inhaptics and visual ren-
dering, real-time deformation, and organ and tissue modeling.

Simulation environments that utilize force feedback technologies can support
medical education and training. The application of a desktop haptic interface for
pre-operative planning and training for hip arthroplasty surgeons is introduced in
[373]. Another haptic-based medical training system is introduced in [9]. Their sys-
tem’s GUI (Graphical User Interface) allows a trainee or an operator to simultane-
ously see multiple views of a virtual patient’s anatomy fromdifferent perspectives.
In addition, medical training for the skill of bone drillingis investigated in [112].
It was observed that enabling haptic and acoustic feedback increased the perfor-
mance of the trainees and accelerated the training process.Surgeons from Pennsyl-
vania State University’s School of Medicine and Cambridge-based Boston Dynam-
ics developed a training simulation using two PHANToM (Personal Haptic Interface
Mechanism) devices [246]. Medical residents, through a simulated environment, re-
hearsed needle-based procedures; meanwhile, data regarding their surgical skills
was collected. Many other medical education and training systems have been pro-
posed, including a computer-based system for training laparoscopic procedures [27]
and a Munich Knee Joint Simulator [307], among others.

Robot-assisted surgery has been achieved in various fields of MIS, such as appen-
dectomies and cardiotomies (heart surgery), by the state-of-the-art da Vinci Surgical
System, which became commercially available in the latter half of the 1990s and is
now the most commonly used robotic system for MIS. The da Vinci system has
enabled the replication of a surgeon’s delicate and dexterous hand motions within
the patient’s body through small surgical incisions. Although the effectiveness of
haptic feedback in robot-assisted tele-operated surgery has not yet been fully inves-
tigated [253], it is still evident that surgeons can benefit from haptic feedback in
robotic surgery [204].

The following examples show the progress that is being made in incorporating
haptics into the realm of surgery:

The authors in [38, 302] investigated the effect of visuo-haptic feedback with
modified da Vinci surgical instruments. Their study describes evidence that vi-
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sual sensory substitution permits the surgeon to apply moreconsistent and precise
robot-assisted knot tying and allows greater tensions in fine suture materials without
breakage during the procedure.

Tholey et al. [369, 93] have developed a prototype for a laparoscopic grasper with
force feedback capability, along with an information-enhanced display for provid-
ing vision and force feedback to the user while manipulatingtissues. Their results
confirm that with simultaneous vision and force feedback, subjects are more com-
fortable and more accurate at characterizing tissues compared with either vision or
force feedback alone.

A tele-manipulated experimental surgical platform was developed in [93]. The
platform included commercially available equivalent surgical instruments to present
comparable conditions for the surgeons. One of the findings was that force feedback
influences the application of forces significantly in surgical knot tying, and visual
fatigue decreases significantly while operating with haptic feedback for young and
conventionally experienced surgeons.

2.3.2 Stroke-based Rehabilitation

Strokes are considered one of the leading causes of death in the world according
to a World Health Organization report (WHO, 2008). Survivorsmay suffer minor
or major disabilities in their cognitive and motor capabilities and, as a result, are
unable to carry out their usual daily activities. Typically, they enter a rehabilitation
program to recover their motor abilities up to a certain extent. Virtual Reality (VR)
technologies have been used to provide entertaining environments for stroke patients
to use as a therapeutic tool to regain fundamental motor functions. Incorporating
haptic technologies into virtual environments allows patients to feel and touch the
virtual environment as well.

The rehabilitation process involves applying certain forces to the injured/disabled
organ (such as the finger, arm, ankle) to help it recover its strength and range of
motion. Emphasis is placed on the optimization of function through the combined
use of medications, physical modalities, physical training with therapeutic exer-
cise, movement and activities modification, adaptive equipment and assistive de-
vices, orthotics (braces), prosthetics, and experimentaltraining approaches. Some
of the mentioned techniques can benefit from the trend of current haptic technology,
which, if combined with virtual environments, presents an option for optimizing cur-
rent procedures. Adding force feedback information withina rehabilitation virtual
environment helps to measure performance and to tailor performance-based exer-
cises for each patient. This potential to assess a patient’sperformance by measuring
different parameters, which cannot be evaluated in traditional rehabilitation, can be
of benefit to both patients and occupational therapists.

Some relevant work that combines virtual reality and haptictechnologies to han-
dle post stroke rehabilitation of the upper and lower extremities (hand, arm and
ankle) are [189, 52, 280, 339, 338, 42, 250]. Their work demonstrates that stroke
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and musculoskeletal pain syndromes are the most recurrent conditions that have
taken advantage of haptic technology. For example, Broerenat al. [52] proposed the
use of a 3D-computer game as a training utility to promote motor relearning in a
patient suffering from left arm paresis (muscular weakness). The effectiveness of
haptic-guided errorless learning has also been tested in [84] with a group of twelve
post-stroke patients. It has been shown that the concept of using errorless learning
with haptic feedback benefitted some patients, but not all. Mali and Munih [241]
developed a low cost haptic device with two active degrees offreedom (DOFs) and
a tendon-driven transmission system optimized for finger exercises. The device was
constructed to envelop a finger workspace and to generate forces up to 10 N.

In the case of lower extremities, such as the ankle, a rehabilitation environment
has been developed in [42] using the ’Rutgers Ankle’ haptic device as a foot joy-
stick. Variations in the exercises were achieved by changing the impedance levels,
stiffness levels, and vibrations. The same Rutgers Ankle interface has been used
in the rehabilitation of musculoskeletal injuries [94]. Inkeeping with the extremity
areas of the body, there is a PC-based orthopaedic rehabilitation system [293] and
an upper limb rehabilitation system [222]. A distributed collaborative environment
has also been developed in [251], which includes haptic sensory feedback, aug-
mented with a voice conferencing system, to serve stroke patients in the sub-acute
phase. Other applications include the rehabilitation of patients with hemispatial ne-
glect5 [22], hand rehabilitation, and robotic therapy using Hidden Markov Model
(HMM) based skill teaching [404].

Furthermore, a haptic-based system for hand rehabilitation, consisting of a series
of game-like tasks to address certain parameters of hand movement, such as grasp-
ing angles, velocities, and/or forces, was used as test-bedfor experimental evalua-
tion in [339]. The system can be set up in the patient’s house to provide a treatment
that is not restricted by time and/or facilities, while offering continuous evaluation
of the patient’s improvement. The proposed framework incorporates tests that occu-
pational therapists have been using for a long time, such as the Jebsen Test for Hand
Function (JTHF) [255] and the Box and Block test (BBT) [247].

Alamri et al. [13] presented a system based on Augmented Reality (AR) technol-
ogy that can increase a patient’s involvement in the rehabilitation exercise, and at
the same time, measure the patient’s performance without the direct supervision of a
therapist. Their proposed system is called SIERRA, for post-Stroke Interactive and
Entertaining Rehabilitation with ReActive objects. The system uses AR technology
to provide a natural exercise environment containing entertaining virtual objects. It
adopts a game concept to provide patients with a more entertaining environment for
treatments. They seamlessly superimpose virtual objects into a real environment,
which allows patients to interact with them in motivating game scenarios using a
tangible object. In this system, the tangible object is three-dimensionally tracked us-
ing vision analysis algorithms, and the movement of the tangible object is mapped
on a virtual avatar that can interact with the virtual environment. Since vibrotactile
actuators are attached to the tangible object, the patient can experience haptic/tactile

5 “The syndrome of hemispatial neglect is characterized by reduced awareness of stimuli on one
side of space, even though there may be no sensory loss” [282]
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Fig. 2.2: An example of the Shelf game designed for real and virtual objects

feedback in addition to audio-visual feedback. The usability study they conducted
with stroke patients at the German Rehab centre in Wisbaden shows that games with
vibrotactile feedback offer advantages both in terms of improving the interest of pa-
tients in the therapy and in dealing with the realism of the games, which improved
the rehabilitation process. Figure 2.2 shows an example of the Shelf game, which
was designed as an AR game where users make use of both real andvirtual objects.

2.3.3 Support of the Visually Impaired

According to the WHO, in 2002 there were more than 161 million visually impaired
people worldwide. From that figure, 124 million people had low vision while 37 mil-
lion were blind (WHO 2010). In addition, age-related maculardegeneration (AMD)
is one of the leading causes of severe visual impairment in the aging population. Re-
search is showing that haptics can play a vital role in improving the quality of life
of those affected. A study conducted by Jacko and his team hasdemonstrated the
benefits of multimodal components for enhancing human interactions with infor-
mation technologies that have graphical user interfaces (GUIs). Their study is based
on a simple drag-and-drop task using a computer mouse. Theirresults revealed that
the inclusion of multimodal feedback including haptics improves the performance
of users with AMD of varying levels of visual acuity, as well as a group of age-
matched controls [190].

Haptics enhances the perception of blind or visually impaired people in applica-
tions such as learning, typing, and reading, by converting visual or sound informa-
tion into a haptic modality. In the last decade, significant research has been carried
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out with regards to building applications and systems dedicated for blind and vi-
sually impaired people. Among the early works in this domain, Jansson realized
that exploring computer generated objects for blind peoplehas specific challenges,
especially when exploring a 3D object’s attributes depicted in a 2D space [192].
His study distinguished the contribution of haptic interfaces, more specifically the
PHAToM device, in exploring a virtual object’s physical attributes, such as rough-
ness, by blindfolded users. His experiments demonstrated that, for those whose vi-
sion was not available, adding force feedback contributes important information to
the task of exploring objects.

In his work, Levesque [224] presented a comprehensive survey of the use of hap-
tics with the blind. A dual-point haptic interface within the European Union GRAB
project (http://www.grab-eu.com) has been developed for testing three scenarios:
the exploration of chart data, a city map explorer, and a simple adventure game [21].
These applications were developed and demonstrated in subsequent work by Igle-
sias et al. [180], where the applications were tested by visually impaired persons
with different profiles, e.g. congenitally blind vs. acquired blindness, to confirm the
validity and potential of the developed system.

A TACTICS system, which stands for TACTile Image Creation System, converts
visual information into tactile information and was proposed in [390]. The idea is
to develop an interface for visually impaired people to interpret complex scientific
data. The system comprises a software/hardware architecture where graphical in-
formation is segmented and later transformed to audible components. The objective
is to allow blind users to surf the web, browse a CD-ROM collection of images,
or navigate a GUI with a certain degree of comprehension for the experimental set
up [390]. Four experiments: simple and timed discrimination, as well as identifi-
cation and comprehension of tactile images were conducted to evaluate the perfor-
mance of the proposed system. For example, in an unprocessedset of tactile images
50% of the subjects performed well at the discrimination task. In addition, they
found that blind subjects were 10% less accurate than sighted subjects to discrimi-
nate tactile images.

Yu et al. [405] proposed a system to support visually impaired people in access-
ing graphs and diagrams by exploring the outline of given objects through the sense
of touch. The experimental setup was based on two different lines displayed on a
graph with different friction properties. Preliminary results showed some issues in
correctly identifying the layout of the line segments in question. The authors argued
that the discrepancies found in the results were due to the haptic device used in the
experiment (PHANToM). Furthermore they stated that such a device is adequate for
kinesthetic rather than cutaneous sensation.

“Audio Haptics for Visually Impaired Training and Education at a Distance”
(AHViTED is an approach for retrieving visual information through the use of di-
agrams with integrated sound files (AHViTED 2010). The main goal is to improve
accessibility to visual graphics by non-visual means and toallow autonomy of use
by the individual in a distance learning environment. The proof-of-concept proto-
type is based on different tactile technologies including touch screens on which tac-
tile overlays are placed. A tactile overlay is laid on the touch screen, and the system
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is activated by the user touching the screen. In addition when symbols, icons, and
regions of the tactile surface are pressed, the user receives instant audio feedback
from the computer.

The Chromo-Haptic Sensor-Tactor (CHST) is a device that represents the feeling
of color. CHST contains a glove, with short-range optical color sensors mounted
on its fingertips, and a torso-worn belt, on which vibrotactile actuators (“tactors”)
are mounted. The main purpose of developing such a device is to attribute a feeling
to different colors for visually impaired people, even if they have been unsighted
since birth. Recognizing colors can be critical in some scenarios (e.g. orange or red
used as a hazard warning). This system was designed to map four color sensors to
four vibro-tactile actuators. It consists of a glove with four color-sensing modules
(Red, Green, Blue and Clear) and a soft elastic fabric belt with a set of tactors.
The glove and belt are interfaced to a microprocessor system. The belt can be worn
around the torso in such a way that the tactors are placed against the skin with
moderate pressure. The first step is to convert the sensor R, G, B, and C values
to an approximate point in RGB space. Then, the RGB vector is translated to a
more intuitive color space. The system maps the resultant color to a vibrotactile
representation by defining and transmitting tactor signals[365].

The Dynamic Tactile Map is a project that includes an Intelligent Glasses Sys-
tem providing stereo images and a VIbroTActiLe (VITAL) interface encompassing
8 x 8 vibrating microcoils that can work up to 400 Hz. The microcoils are sepa-
rated from each other by a distance of 5 mm. This project presents a dynamic tactile
map for dual space binary representation useful as a navigation tool for the visually
impaired. The system works in steps. In the first step, the Intelligent Glasses Sys-
tem takes a picture of the surroundings where the user is located. Next, the image is
transferred to the VITAL interface via wires. Finally, the VITAL interface represents
the map of the environment as obstacles and empty space. Hence, the main purpose
of implementing this system is to be used as an obstacle avoidance system [240].
The Tactile Handle is a device used to direct blind people through both familiar and
unfamiliar environments without relying on the assistanceof a guide. The tactile
handle consists of an array of vibrotactile actuators, someproximity sensors, and
an embedded microcontroller. The three main parameters used to encode the infor-
mation are: (1) the location of the tactile feedback, where each row of actuators
corresponds to a distance (e.g. 1 foot), while each column represents a different di-
rection (2) the intensity of the feedback, where an increasein the vibration intensity
means that the user is getting closer to the obstacle, and vice versa and (3) the timing
of the feedback, in which a continuous vibration feedback can become uncomfort-
able to the user. In response to the last point, in the case of acontinuous obstacle,
e.g., a wall, the feedback is divided into given intervals ofcomfortable length and
frequency. An ultrasound sensor measures the distance between the subject and an
obstacle and sends the calculated value to the microcontroller. The microcontroller
evaluates the distance and gives orders to the vibration motors to actuate. The signal
coming from the microcontroller to the tactile actuator is apulse-width modulation
(PWM) signal [49]. A similar system using another mobile device is described in
[60].
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2.4 Tele-robotics and Tele-operation

Tele-operators are remote-controlled robotic devices. The first electrically actuated
tele-operators were built in the 1950s at the Argonne National Lab, by Dr. Raymond
C. Goertz, to remotely handle radioactive substances. When such devices are simu-
lated using a computer, as they are in operator training devices, it is useful to provide
the force feedback that would be felt in actual operations. In such cases, when con-
tact forces are reproduced for the operator, it is called “haptic tele-operation”. Given
that the objects being manipulated do not exist in a physicalsense, the forces are
generated using haptic operator controls. Data representing touch sensations may
be saved or played back using haptic technologies.

Since then, the use of haptics, particularly force feedback, has become more
widespread in all kinds of tele-operators, such as underwater exploration, assem-
bly and manufacturing, and micro-assembly. For instance, Glencross and her col-
leagues have developed a system called Distributed Interactive VIrtual PROtotyping
(DIVIPRO) for virtual assembly and maintenance tasks [131]. The system enables
collaborative and cooperative engineering designs between geographically distinct
design teams. Four types of behaviors are considered: collision detection, geometric
constraints, flexible pipe object simulation, and force feedback. Another example is
the Collaborative Haptic Assembly Simulator (CHAS) [181].The system is com-
prised of two components: the Assembly Simulator (AS) and the Haptic Assem-
bly Simulator (HAS). The AS allows inter-object collision detection and automatic
recognition of assembly constraints between the grasped component and the rest of
the mechanical assembly. The HAS enables the user to touch the assembly com-
ponents using a haptic device in different user actions or interaction modes: touch,
grasp, move, collide, assemble, and disassemble.

As far as microassembly applications are concerned, several prototypes have
been built to demonstrate the improvement that haptic information brings to micro-
scale manufacturing (micro-nano and bio-manipulation). In addition to geometric
scaling, with haptics it becomes possible to perform force scaling and to include
complex physical models into the control loop to achieve a higher level of manip-
ulation precision and better understanding of the environment. For example, Hollis
and Salcudean [171] presents a foundation platform that canbe used to perform tele-
operated microassembly. The major contribution was the combination of the Mag-
netic Levitation Haptic Interface with a mini-factory, both developed at Carnegie
Mellon Uuniversity (CMU). The experimental results showedthe advantages of the
magnetic levitation device characterized by low levitatedmasses, force indepen-
dence with position, and force linearity according to Lorentz6 levitation principle. .
However, the main disadvantage is the low force output of Lorentz (magnetic) ac-
tuators compared to Maxwell (electric) actuators. In addition, van Strijp et al. [361]
developed and tested a virtual micro world for micro-assembly tasks using a 3D dis-
play and the PHANToM Omni haptic device. The authors found that adhesive forces

6 In physics, the Lorentz force is the force on a point charge due to electromagnetic fields:source
Wikipedia.
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(not volumetric forces) determine and dominate the interaction within microassem-
bly. A linear scaling was used to map the micro forces to the forces exerted on the
user of a haptic device.

2.4.1 Tele-Surgery

In addition to problems already associated with surgical simulations, tele-surgery
involves two additional issues: the coherency of the virtual scenes among all par-
ticipating users, and force feedback stability when hapticinformation is sent over
non-dedicated channels such as the Internet, where there is, among other things,
latency and jitter. A tele-surgery system comprises three components: (1) a master
console with input devices that is known as the surgeon side,(2) a communication
channel for bilateral control, and (3) a slave robot at the patient side.

Gosselin et al. [138] developed a new force feedback master arm that pays par-
ticular attention to precise manipulation and transparentbehavior. The proposed
system provides two-hand manipulation (i.e. the control oftwo slave devices simul-
taneously) and a dexterous manipulation representation ofmovements as in open
surgery. Furthermore, the input devices are statically balanced to avoid involuntary
movements so that a high level of safety is guaranteed.

A collaborative haptic simulation architecture for tracheotomy surgery has been
proposed in [409]. Two application scenarios were considered: two doctors at ge-
ographically different places collaborating to perform a surgery; and a trainer who
coaches the trainee on how to perform a surgery in a “tele-mentory” manner. The au-
thors claim that the use of a haptic real-time controller (HRTC) guarantees a stable
haptic control loop and can compensate for network delays.

At the University of Ottawa, a group of researchers developed a hapto-visual eye
cataract surgery training application [107, 146]. The application supports three sce-
narios: (1) an instructor and a trainee - in distinct physical locations - interacting in
real-time in a tele-mentor fashion, (2) a trainee learning the surgical procedure by
means of perceptual cues, and (3) a trainee performing the surgery without any guid-
ance. The developed application utilizes the CANARIE network to ensure smooth-
ness and transparency of the remote components. CANARIE–Canadian Network
for the Advancement of Research, Industry, and Education, and its Lightpath is an
on-going program allowing researchers to request and obtain dedicated CANARIE
network infrastructure resources to build their own networks. Thus, a Lightpath is
a dedicated high bandwidth communication channel or virtual circuit, or the con-
catenation of several sections of these to form an end-to-end Lightpath, providing
effective bandwidth over great geographical distances [59].
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2.4.2 Military Applications

There are numerous applications in military training and simulations that can bene-
fit from the adoption of haptic technology. There are circumstances in which haptics
can be a useful substitute information source, where visionand sound are not avail-
able, or are apprehensible. For instance, battlefield conditions, such as the presence
of artillery fire or smoke, might mask sound and vision modalities, thus making hap-
tics an efficient communication channel. Additionally, haptics could function as an
assistive information source to sound or vision that helps the military of the future
in its battle against new and hard-to-find enemies.

Kron and Schmidth [215] proposed military applications that include land mine
or bomb detection and removal, collaborative training environments, casualty evac-
uation, and battlefield surgery. They implemented a tele-presence system which en-
ables an expert to execute a given task from a central controlstation located in a safe
remote environment. It is possible that expert care could bedelivered by a haptic-
enabled in-field robot. In this type of tele-presence system, an expert is able to safely
perform the defined task from a central control room out of harm’s way.

2.5 Media

The incorporation of haptics with audio-visual media datesback to 1959, when
tactile stimulation was used to enhance the movie “The Tingler” by attaching vi-
brating devices to the theatre seats. In the seventies, a sound speaker system, named
“Sensurround”, used sub-sonic rumbles in order to enable the audience to feel the
theatre shake [384]. The vibrating devices were synchronized with sound effects to
enhance the audio sensory experience. Although these systems do not provide vari-
ous sophisticated feelings synchronized with objects in a scene, they provide simple
vibration cues that help viewers become more immersed in audio-visual media. An-
other example is the Showscan simulator that moves, tilts, and shakes seats in an
auditorium in synchrony with the audio-visual contents displayed on a large-format
screen. The digital multimedia age is moving rapidly to reach homeowners so that
they can enjoy and be immersed in high quality video and audiomedia. High defi-
nition (HD) video and video on demand (VOD) are pushing viewers to be interested
in more interactive scenarios, such as touching and manipulating video broadcasting
media [71]. Lately, research indicates the greater feasibility of applying haptics into
audio-visual media and proposes haptic interaction scenarios for broadcasting con-
tent such as “The TouchTV Project” [271]. In this approach, the authors focus on
disconnecting the link between the audio channel of the media content and the hap-
tic display in order to define a particular haptic channel. With this dedicated channel,
they plan to distinguish which content can be created off-line from that which can
be gathered and transmitted in real-time. Based on this goal, they proposed two con-
tent scenarios: authored content and real-time content. Inauthored content, viewers
are able to interact with and influence the presentation of pre-recorded content. In
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real-time content, the acquisition and display of haptic content occurs in real time.
The authors built two systems for measuring and transmitting accelerations of a ve-
hicle in racing applications and collision impacts of a ballin a soccer game as a
demonstration. In an extended study, they adapted a force feedback gaming joystick
to resemble a TV remote control in order for users to place their fingers over the ac-
tuators in a traditional way [272]. Through a series of cartoon sequences, they have
investigated the application of haptics in the broadcasting media.

2.5.1 Haptic Broadcasting

Cha et al. [72] showed interest in haptic broadcasting by proposing a home shopping
environment. The authors demonstrated a home shopping scenario where viewers
could haptically explore 3D items such as wristwatch models. In their implemen-
tation, a 3D product model was overlaid onto a 2D video captured through a web
camera. In the system, a fiducial marker position and orientation from the camera
are calculated by using the Augmented Reality technique, and the 3D model is over-
laid onto the marker’s position with the appropriate orientation. As a result, the 3D
model looks seamlessly attached to the captured scene. Afterwards, viewers can
touch the 3D model through a haptic device.

Gaw et al. [125] proposed an authoring environment for embedding haptic infor-
mation in a video stream. Their idea is to use one graphical interface for recording
haptic information and another one for playing it back. The purpose is to haptically
annotate movies to allow users to feel what is happening on the screen. Addition-
ally, Yamaguchi et al. [399] proposed a system that generates haptic feedback au-
tomatically from 2D graphics by relying on metadata that describes the movement
characteristics of the media contents. Viewers can feel themotion of the objects us-
ing a 2 DOF force feedback device. The intent to enable users to interact haptically
with a video stream has been proposed in [69]. They developeda framework for
a haptically enabled broadcasting system that allows mediaacquisition, creation,
authoring, transmission, viewing, and interaction based on the MPEG-4 framework.
The media contains haptic properties and motion data that are physically and spatio-
temporally synchronized with audio-visual media. The audio-visual media, the hap-
tic media, and the scene descriptors are compressed with separate encoders and
multiplexed into a stream that is saved in MP4 format (designed for MPEG-4 me-
dia information). This file is transmitted to viewers via a streaming server through
satellite, airwaves, the Internet, etc.

Another interesting application that augments synchronous haptic feedback to
video contents is presented in [297]. The application streams a YouTube video onto
the local machine and presents the video to the user via a tactile player called the
arm band device. The YouTube video is annotated with tactilefeedback using XML
notation and time stamps that specify when the tactile actuation is triggered. The
application is composed of a client browser, implemented using Java-based SWT
components provided with the IBM Eclipse tool, and the tactile arm band device.
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The haptic rendering logic is embedded in the client browser, and a Bluetooth com-
munication module is used to connect the arm band to the computer. The arm band
device is embedded with vibrotactile motors that generate vibrations at controllable
amplitudes, frequencies, and durations to simulate different tactile feedback.

2.5.2 E-Commerce

Force feedback can allow a consumer to physically interact with a virtual prod-
uct before purchasing it. Human hands are able to test a product by feeling the
warm/cold, soft/hard, smooth/rough, and light/heavy properties of surfaces and tex-
tures that compose a product. Consumers usually like to touch certain products, such
as bed linens and clothes, before buying them.

Surprisingly, little work has been completed in the field of haptic-enabled e-
commerce. For instance, Shen et al. [340] proposed a scenario for the online ex-
perience of buying a car. A virtual car showroom is created, along with avatars for
both the customer and the salesperson so that they can communicate in real-time.
Furthermore, the customer avatar can perform haptic-basedfunctions inside the car,
such as turning the ignition and the sound system on or off. The same scenario
was developed in [108] within a generic framework called Unison. The framework
serves to standardize the development of hapto-visual applications by providing a
fixed set of services regardless of the choice of graphic or haptic software and hard-
ware.

Another e-commerce application is introduced in [77] and aims to provide a more
realistic interaction through a computer mouse system. Theauthors present a sce-
nario where a customer logs onto a virtual sweater shop website and clicks on their
favorite fabric. The gesture information associated with the fabric is downloaded
and displayed on the local computer via the haptic mouse system. In this appli-
cation, there is no need for real-time interaction, yet the correctness of the haptic
modeling is still an open issue. The HAPTEX project (HAPtic sensing of the virtual
TEXtiles) ushered in new avenues for research by enabling a user to perceive, touch
and manipulate textiles. The goal of this project was to design an interface that en-
ables realistic rendering of textiles; and to synchronize multiple sensory feedback
(haptics and visual) [239].

2.5.3 Video Games

According to Nilsen et al. [265], the gaming experience comprises physical, mental,
social, and emotional aspects. We argue that, in particular, force feedback technol-
ogy enhances the physical aspects of the gaming experience by providing a deeper
physical reality when playing a game, improving the physical skills of the players,
and allowing players to imitate the usage of physical artifacts. It is the physical as-
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pects of the game that force feedback technology (haptics) enhances by creating a
more realistic physical feeling when playing a game. Currently, a diverse spectrum
of games available in the market take advantage of the force feedback effects offered
by mainstream haptic interfaces.

One of the first works on the development of joystick-like haptic devices was car-
ried out at Massachussetts Institute of Technology (MIT) and University of North
Carolina at Chapel Hill (UNC), which resulted in a 3-DOF device that simulates an
object’s inertia and surface texture [259]. Using this device, Ouhyoung et al. [277]
designed a game-like flight simulator that creates vibrations whenever the aircraft is
attacked by the enemy or reaction forces on the handle whenever one fires a weapon.
Currently, vibration feedback joysticks and steering wheels from companies like
Logitech are widely used as input devices in video games. In this sense, haptic re-
search has introduced new forms of complexity in the development of games by
emulating the user experience based on this particular bidirectional feedback. Pi-
oneering attempts at introducing modern haptics to gaming include Haptic Battle
Pong [263], a pong clone with force-feedback that haptically displays contact be-
tween a ball and a paddle using the PHANToM Omni device [335].The PHANToM
is used to position and orient the paddle and to render the contact between the ball
and the paddle as physical forces. Haptic Arkanoid is another ball-and-paddle game
where a player uses a paddle to deflect a ball so that it hits thesurface of a brick wall
and generates the physical impact feeling of the rebound [114]. It has been shown
that playing the haptic version is more fun even though the vibration feedback is not
realistic.

Nilsson and Aamisepp [266] worked on the integration of haptics into a 3D game
engine. They have investigated the possibility of adding haptic hardware support to
Crystal Space, an open source 3D game engine. Haptic supportis being added via a
plugin to the existing visual game engine with some limitations [376].

By using existing, well-developed game engine components such as Unity 3D, a
scene graph library and physics engine, and augmenting themwith the design and
implementation of haptic rendering algorithms, it is possible to create a highly use-
ful haptic game development environment. This can result ina rich environment,
which provides players or users with a higher sense of immersion, as well as new
and interesting ways to interact with the game environment [18]. In addition, this
simulated world can be used to do research on applications such as physical reha-
bilitation, driver training simulations, and more.

There is also a haptic device called HandJive designed for interpersonal enter-
tainment [118]. The concept is described as a handheld object that fits in one hand
and allows remote play through haptic input and output. It communicates wirelessly
with similar devices and provides haptic stimuli. In fact, haptic devices are becom-
ing more accessible to the average computer and console userand will play an im-
portant role in providing innovative forms of entertainment. As further evidence,
in 2008, Novint Technologies introduced the Novint Falcon device, which is af-
fordable, even for mainstream consumers [267]. This deviceis now integrated with
several popular video games.
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2.5.4 Arts and Design

Adding force feedback to virtual sculpturing is a natural evolution that would en-
hance the immersion of the user and the perception of artwork. Virtual haptic sculpt-
ing, based on the constructive volume methodology, has beendeveloped by Chen
and Sun [74] to perform melting, burning, stamping, painting, constructing, and
peeling interactions in real-time. The authors in [89] had the vision that by using
haptics in a virtual design environment, designers would beable to feel and deform
the objects in a much more natural 3D setting. A sculpting system was proposed
that would allow users to interactively feel the physicallyrealistic presence of vir-
tual B-Spline objects with force feedback throughout the design process. Blanch et
al. [40] proposed a solution for reducing the classical problems of instabilities dur-
ing the interaction with virtual sculptures by allowing touching and/or editing of the
artwork. Thus, as expressed by Mr. Blanch, “this technique enforces the interactiv-
ity of the task and leads to an enhanced non-tactorealistic feedback that increases
the usability of the sculpture tool” [40]. The non-tactorealistic feedback provides
an expressive force feedback and refers to the use of forces computed with a psy-
chophysical model rather a physical one, thereby changing the haptic representation
of the object being manipulated.

Virtual Clay is another example of using haptics to enhance the functionality of
deformable models in a natural and intuitive way [249]. The idea is that there is
a natural connection between the haptic and the dynamic models; both depend on
real-world physical laws to drive the realistic simulationand interaction of dynamic
objects. Therefore, the Virtual Clay was designed based on dynamic subdivision-
based solids models that respond to applied forces in a natural and predictive manner
and give the user the illusion of manipulating semi-elasticvirtual clay.

In the art of painting, DAB is an interactive haptic paintinginterface that uses
a deformable 3D brush model to give users natural control of complex brush
strokes [30]. It was found that force feedback enhances the sense of realism and
provides tactile cues that help users in handling the paintbrush in a more sophisti-
cated manner. The physical feeling of digital painting, derived from the Japanese
traditional streaming art of Sumi-Nagashi, has been developed in [403]. Another
haptic device, called the Haptic Desktop System, is used in drawing tasks and acts
as a virtual guide through its force feedback capabilities [294].

Haptic technology has significant benefits for virtual museums [51]. It makes
very fragile objects available to scholars, allows remote visitors to feel objects at
a distance, lets visually impaired people feel the exhibits, and allows museums to
display a range of artifacts without taking up museum space.Bergamasco and his
colleagues [35] are creating the architecture of the “Museum of Pure Form” vir-
tual reality system. Two proposed approaches have been developed: (1) placing the
system inside several museums and art galleries in a networkof European cultural
institutions that is made available to visitors to the institutions, and (2) placing and
testing the system inside a CAVE (Cave Automatic Virtual Environment: a room-
sized cube whose walls are used for displaying an immersive virtual reality environ-
ment through projectors).
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2.6 Mobile Haptics

With the development of touchscreen-based phones, such as the Motorola A1200,
HTC Diamond, Sony Ericson w960i, Samsung Ultra Smart F520, Apple iPhone,
Android T-Gl, Nokia XpressMusic 5800, and Blackberry Storm, new user interac-
tion techniques have appeared through the use of fingers or a stylus pen. These types
of mobile devices utilize gesture as the means for data inputto allow much easier
user interaction; for instance, users are flicking their fingers across the touchscreen
for browsing through web pages or using a pinching motion forzooming into pho-
tos. Several user preference studies [391, 382] on mobile games also showed signif-
icant increases in user satisfaction for the overall game experience with advanced
haptic interfaces as compared to simple on-off vibration ormerely audio feedback
(15 - 17% increase in [382]. In addition, Wei et al. [391] presented a study of re-
placing buttons with pen gestures in a mobile first person shooter game. The study
indicated that touchscreen-based devices provide much more freedom to the users
in terms of control as compared to button-based mobile phones, and eventually in-
creased playability and the overall experience. Tactile haptic feedback is becoming
common in smart phones and mobile handheld devices. Smartphone manufacturers
such as Apple, Nokia, LG and Motorola are including different types of haptic tech-
nologies in their devices. In most cases this takes the form of a vibration response
to touch. Another leading edge application involves bringing the sense of touch to
social interpersonal interactions between mobile phone users. Haptic information is
particularly significant in social interaction [318]. A short touch can elicit strong
emotional experiences, such as the comforting experience when touched by one’s
spouse or the feeling of anxiety when touched by stranger. Haptic stimuli can be
communicated over haptic-enabled mobile phones through the use of the Hapticon
Message Service (HMS), which is analogous to SMS or MMS. Hapticons are small
programmed force patterns that can be used to communicate a basic ’feeling’ notion
through symbolic touch. Researchers have shown that humansare capable of distin-
guishing between seven to ten vibration patterns through the sense of touch alone,
and with very little training [23]. The first step to creatingHapticons is to trans-
form the social/emotional and physical signals into a temporal sequence of pulses
of vibrations or simple vibrotactile patterns. This can be achieved by changing one
or more basic parameters of the vibratory patterns such as frequency, amplitude,
waveform, and duration for each Hapticon. These vibratory patterns can be stored
on the mobile devices and played when a specific corresponding signal is sent from
the other communicating party. There has been ongoing research into the design of
the Hapticons so that they correspond to different emotional images. For instance,
in [91], nine vibrotactile patterns were designed to represent nine emotional images.
The authors showed that, for example, two different vibration patterns with different
duration must be combined to mimic the feeling of crying.

Currently, researchers are fostering their interest in incorporating the sense of
touch to facilitate social and interpersonal communication systems [105]. Haptics
is crucial for interpersonal communication as a means to express affection, inten-
tion, or emotion. Examples are a handshake, a hug, or regularphysical contact [50].
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Several studies have confirmed that infants deprived of skincontact lose weight and
may even become ill [262]. Furthermore, studies of human infants reveal that the
absence of affectionate touch can cause social problems [139]. There have been
significant efforts to incorporate haptic modality into interpersonal communication
systems.

One of the earlier systems for interpersonal communicationis the TapTap pro-
totype [45], which is a wearable haptic system that allows nurturing human touch
to be recorded, broadcast, and played back for emotional therapy. The tactile data
is transmitted asynchronously. Another commercially available product is the Hug
ShirtTM that enables people to feel hugs over distance. It is described in [88]. The
shirt is embedded with sensors and actuators to read or recreate the sensation of
touch, skin warmth, and emotion of a hug (heartbeat rate), sent by a distant lover.
The hugger sends hugs using a Java-enabled mobile phone application. An SMS is
sent through the mobile network to the loved one’s mobile phone, which then de-
livers the hug message to the shirt via Bluetooth. Another tele-haptic system that
enables interpersonal interactions is described in [368].In this system, an Internet
pajama is developed to promote physical closeness between achild and their remote
parent. The pajama reproduces hugging sensations that the parent applies to a doll
or teddy bear in place of the child.

An interesting research project has been performed at the MCRlab of the Uni-
versity of Ottawa. They developed the KissME system, which is a neck gaiter that
enables people to receive kisses or haptic touches over distance [296]. Embedded in
the gaiter are actuators that recreate the emotion of the kiss from the remote user. A
Bluetooth connection was used for the communication between a mobile phone and
the gaiter in order to send a “kiss” message from one user to another. Furthermore,
the KissMe system was used to bridge real and virtual words byconverting a kiss
in the virtual world (between two avatars in Second Life) to aphysical kiss using
a neck piece [296]. The system later evolved into what the team called the HugMe
system [105]. The HugMe system simulates haptic interpersonal communication
between two users. The remote person is wearing a haptic suit(haptic jacket) that
is capable of simulating a nurturing touch. The local personuses a haptic device to
communicate his/her feelings to the remote person. A depth camera (2.5D camera)
is used to capture the image and depth information of the remote person and send it
back to the local person’s computer. The local person can touch the video contents
with the force feedback device while the remote person receives synchronous touch
via the haptic jacket.

2.7 Haptics and Virtual reality

The possibilities of integrating haptic interactions withLinden Lab’s multiuser on-
line virtual world Second Life [234] are investigated by Pascale et al. [283]. Once
connected to Second Life, the users can view their avatars ina computer simulated
3D environment, and they can participate in real-time task-based games, play anima-
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Fig. 2.3: The HugMe system

tions, and communicate with other avatars through instant messaging and voice. The
social communication aspect of Second Life is hugely popular, and the community
has millions of users. Moreover, its open source viewer provides a unique opportu-
nity to extend it further and equip it with the haptic interaction modality [352]. An-
other interesting effort to integrate haptic interactionsin Second Life is presented in
[174, 297]. The Second Life haptic interaction prototype system attempts to bridge
the gap between virtual and real world events by incorporating an interpersonal hap-
tic communication system in Second Life. The developed system works as an add-
on and is loosely coupled to the Second Life viewer. The haptic and animation data
are annotated in the virtual 3D avatar body parts. The 3D avatar and the annotated
body parts represent a real user who receives input through gesture, mouse, speech,
or text. This produces emotional feedback such as touch, tickle, and hug to the real
user, through a previously developed haptic jacket system [66] that is composed of
an array of vibrotactile actuators. The haptic jacket provides the funneling illusion
based touch haptic feedback. The funneling illusion describes a phantom sensation
phenomenon midway between two stimulators (e.g. vibrotactile or sound stimuli),
where they are presented simultaneously at adjacent locations [15, 32].

2.8 Education and Learning

There has been a growing interest in developing haptic interfaces that allow people
to access and learn information in virtual environments. A system for constructing
a haptic model of a mathematical function using the PHANToM device was in-
troduced and partially implemented in [332]. The program accepts a mathematical
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function with one variable as input and constructs a haptic model made of balsa
wood with the trace of the function carved into its surface. This prototype has been
extended in [333] to display functions of two variables, introduce sonification of
functions of one variable, and improve the user interface.

A virtual reality application combined with haptic feedback for geometry educa-
tion has been recently investigated [265]. The proposed system presents a haptic 3D
representation of a geometry problem’s construction and solution. The performance
evaluation showed that the system is user friendly and has provided a more effi-
cient learning approach. Also, a multimedia system that incorporates visual, audio,
and force feedback has been developed in [242]. Their preliminary results demon-
strated that adding force feedback can enhance the learningprocess, especially in
languages that are based on non-Latin characters such as Arabic, Japanese or Chi-
nese. This application guides users, allowing them to see, hear, and feel the charac-
ter’s shape. Their approach uses a Dynamic Time Wrapping technique to recognize
the character that has been evaluated in its interface. Their multimedia learning tool
supports five languages: Arabic, English, Chinese, Japanese, and French, and it is
implemented under the PHANToM Omni haptic device.

Another application, which simulates a catapult, has been developed to enable
users to interact with and learn about the laws of physics by utilizing a force feed-
back slider (FFS) interface [213]. The FFS is a motorized potentiometer limited to
1-D of movement (push/pull along a line). The user simply grabs the slider and
moves the handle. It is claimed that the force feedback helpsusers in creating a
mental model to understand the laws of physics.

2.9 Haptics for Security

Using haptics as a mechanism for identifying and verifying the authenticity of users
is a novel avenue of haptic research. The feasibility of the haptic biometrics ap-
proach has already been proven by Orozco et al. [273, 274, 110]. A haptic-biometric
system has been proposed in which physical attributes such as position, velocity,
force, and torque data are extracted from the interaction ofthe haptic end effector
within a virtual environment. Thus, data generated througha user performing a spe-
cific task, such as signing a virtual check, were continuously measured and stored.
Subsequently, the proposed haptic system generated a biometric signature from the
measurement and evaluation of that specific data, which was used for authentication
purposes.

Similar work in this domain includes the design and implementation of a graphi-
cal password system that incorporates the sense of touch using haptic interfaces [275].
The system utilizes the physical attributes captured during human-computer inter-
action, including, for example, pressure and velocity, anduses them as ’hidden’ fea-
tures to increase the resiliency of the system. The authors claim that the proposed
system is more resistant to well-known security system flawsthan other previously
known graphical password schemes. Using haptics, the proposed system was able
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to integrate pressure as a binary input during the generation of a graphical pass-
word. This increased the resiliency of such a scheme to both dictionary attacks and
shoulder surfing attacks. Figure 2.4 shows both 5x5 and 8x8 grids used to draw a
graphical password. This system has a very low likelihood ofa biometric security
system incorrectly accepting an access attempt by an unauthorized user (False Ac-
ceptance Rate) or rejecting an access attempt by an authorized user (False Rejection
Rate).

(a) 5x5 grid (b) 8x8 grid

Fig. 2.4: The graphical password with haptic interaction

Another approach, which is based on a multilayer perception(MLP) neural net-
work, was adopted to identify a user by analyzing a handwritten signature and its
associated haptic information, such as pressure [16]. In their approach, a handwrit-
ing environment provided a virtual scenario where users could write their signature
on a virtual plate. The rich haptic information, such as force, velocity, and angular
rotation, were gathered as the key elements to identifying users who took part in
their experimental work.

2.10 Closing Remarks

This chapter covers both historically significant and recent work relevant to hap-
tic technologies and applications. It is worth mentioning that even with the recent
significant progress in haptic technologies, the incorporation of haptics into virtual
environments is still in its infancy. A wide range of human activities, including com-
munication, education, art, entertainment, commerce, andscience, would forever
change if we learned how to capture, manipulate, and create haptic sensory stimuli
that are nearly indistinguishable from reality. For the field to move beyond what is
considered to be state of the art today, many commercial and technological barriers
need to be surmounted. First, business models and frameworks are needed to make
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haptic devices practical, inexpensive, and widely accessible, with the ultimate goal
being to have haptic devices used as easily as the common computer mouse.





Chapter 3
Human Haptic Perception

3.1 Introduction

In this chapter, we discuss the tactile and kinesthetic perceptual processes and the
functions of the human perceptual system. An understandingof the human per-
ception process is essential to the design and development of haptic devices and
software, especially in order to maximize their performance and cost efficiency. For
example, the Pacinian corpuscle, one of the four major typesof mechanoreceptors
in human skin, detects rapid vibrations of about 200-300Hz;therefore, to stimu-
late these receptors, the vibration range of motors used in vibrotactile devices do
not need to operate at frequencies over 300Hz. Additionally, this chapter introduces
haptic perceptual illusions. These can play an important role in fooling human hap-
tic perception and generating a more complex touch sensation than the stimulus
actually delivers.

3.2 Touch and Cognition

Touch is different from other senses in that it consists of a closed loop and a bidirec-
tional channel of both sensing and acting. It depends on physical contact, and its re-
ceptors are spread over the entire body. In fact, touch relies on action or exploration
to stimulate perception, which can be either passive or active. Passive tactile per-
ception (cutaneous perception) is limited to the zone of contact with objects. While
specific discriminations are still possible, tactile perceptual capacity is limited due to
the lack of any exploratory movements. Nonetheless, in order to understand a given
object, voluntary movements must be made to compensate for the smallness of the
tactile perceptual field. The resulting kinesthetic perceptions are essentially linked
to the cutaneous perceptions generated by skin contact to form the tactile-kinesthetic
action, or active touch. In audio or visual signals like speech, music, or an image, the
order of the sequence of stimuli carries a meaning. In contrast, touch can perceive

59
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stimuli in any order and then mentally build up a whole picture even while the eyes
explore a wide scene or a large picture. Consequently, touchprovides information
about spatial and physical properties of the environment, such as texture, mass, di-
rection, distance, shape, size, etc. Haptic stimulation can be generated through heat,
vibration, and pressure by applying several forces, which possibly results in a kind
of skin deformation. We distinguish between three main types of haptic receptors:
(1) thermo receptors, which are receptors for perceiving the temperature that signals
heat or cold information; (2) nociceptors, which are sensory receptors responsible
for the perception of pain; and (3) mechanoreceptors, whichrespond to mechanical
actions such as force, vibration, and pressure. The first twotypes are considered
cutaneous receptors while the third type of receptor can be found in skin, muscle
tendons, and joints.

The areas of the skin that are mobile, deformable and containa dense collection
of sensory receptors are the most effective in terms of tactile perception. These areas
include the areas around and inside the mouth and those in thearm-hand system.
From a cognitive perspective, the latter constitutes the real haptic perceptual system,
acting on the environment and perceiving stimuli from the environment at the same
time. Moreover, the hands are the motor organs that are used in reaching, holding,
transporting, and transforming objects in our daily lives.In the next section, the
human haptic system is more precisely introduced with special focus on the arm-
hand system.

3.3 Human Haptic System

The human haptic system consists of four components: namelythe mechanical, sen-
sory, motor, and cognitive components. The mechanical component of most signif-
icance is essentially the arm-hand system. This component consists of the upper
arm, the forearm, and the hand, which, as a whole, possesses more than twenty-
eight degrees of freedom for dexterous exploration and manipulation. The sensory
(or somesthetic) system includes large numbers of various classes of receptors and
nerve endings in the skin, joints, tendons, and muscles. Typically, a physical stim-
ulus activates these receptors and causes them to convey sensory information (me-
chanical, thermal, pain, etc.) of the touched object via theafferent neurons to the
central nervous system. The brain, in turn, analyzes and “perceives” this information
and issues appropriate motor commands to activate the muscles and initiate hand or
arm movements. This happens through the efferent nerves, which carry nerve im-
pulses out of the central nervous system. Figure 3.1 shows the haptic interaction
system in the human body.

The human haptic system perceives two types of information:tactile or cuta-
neous, and kinesthetic or proprioceptive; however, these sources are not mutually
exclusive and are often perceived as a combination of the two. Tactile information
is conveyed when the human hand is passive and stationary while in contact with
an object. Kinesthetic information is expressed during active and free motion of the
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Fig. 3.1: Human Haptic System

hand. For instance, we perceive an object’s shape and texture through the tactile
stimulus, which is mainly provided by the tactile receptorsin the skin. In order to
handle, grasp, or squeeze an object, our hands must apply appropriate forces. There-
fore, kinesthetic information needs to be gathered from theposition and motion of
the hand and arm, as well as the forces acting on them, to give asense of the total
contact forces, surface compliance, and weight [394]. Eventually, all sensing and
manipulation interactions that are performed actively with the normal hand involve
both types of information.

3.3.1 Mechanical Structure of the arm-hand haptic system

The human arm-hand haptic structure roughly consists of a broad palm attached to
the forearm by the wrist joint. Opposite to the wrist, and at the outer edge of the
palm, are five digits: the thumb and four fingers. The fingers can be folded forward
over the palm for holding objects. The forearm consists of the distal area of the
arm between the elbow and the wrist. This human structure performs many daily
tasks ranging from highly meticulous and dexterous activities to simple lifting of
weight. The study and research of such a complex system has fed into the design
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and development of dexterous arm-hand mechanical systems for human-assisted
manipulation tasks, among other applications

3.3.1.1 Hand Anatomy and its mechanical replication

The human hand is one of the most sophisticated parts that interacts with the envi-
ronment. The hand allows us to perform fine and gross motor actions like displacing
tiny objects and grasping. The human hand, as shown in Figure3.2, is composed of
many small bones called carpals, metacarpals, and phalanges. The metacarpals ar-
ticulate with the carpal bones, which, in turn, articulate with the ulna and radius
bones of the forearm to form the wrist joint [31]. Each finger has a metacarpal bone
and a proximal, middle, and distal phalanx. Exclusively, the thumb does not have a
middle phalanx. From an anatomical perspective, the human hand has twenty-seven
bones: eight bones of the wrist are arranged in two rows of four; five bones of the
metacarpus (or palm), one for each digit; and fourteen digital bones (phalanges),
two in the thumb and three in each finger. The carpal bones fit into a shallow socket
formed by the bones of the forearm.

Fig. 3.2: The hand skeleton structure

Different electromechanical and kinematic models of the hand’s finger tendons
and their relations to the finger joints have been proposed tocharacterize the hu-
man hand haptic system and to replicate the hand’s dexteroustasks [370, 235, 355].
These works are related to robotic hand systems, which are beyond the scope of
this book. However, we would like to briefly list some relevant works that describe
several features worth considering during the design of haptic devices. For instance,
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the aspects of static and kinetic friction are major challenges in the control of a
mechanical hand model. Also, linearity relationships between tendon displacement
and joint angles play an important role in deriving accurate, dynamic models of
such mechanisms. Currently, no tactile display can presentmultiple cutaneous sen-
sations at once. Although touch is a low-resolution sense and can only be applied
locally, it demonstrates some superior properties to vision, which is often hampered
by geometry, surface reflection, and lighting [359].

3.3.1.2 Forearm

The forearm is the structure on the upper limb that is sandwiched between the elbow
and the wrist. As shown in Figure 3.3, the bones of the elbow are the humerus (the
upper arm bone), the ulna (the larger bone of the forearm located on the opposite
side of the thumb), and the radius (the smaller bone of the forearm located on the
same side as the thumb). The elbow behaves like a hinge joint between the humerus
and ulna; the movement is along one direction and is comparable to a mechanism
by which a door or a lid opens and closes. However, there is a second component
to this joint where the radius (the radial head) and humerus meet. This complicates
the joint because the radius has to rotate so that the hand canbe turned palm up or
down. At the same time, it has to slide against the end of the humerus as the elbow
bends and straightens. The joint is even more complex because the radius has to
slide against the ulna as it rotates the wrist as well. As a result, the end of the radius
at the elbow is shaped like a smooth knob for sliding against the ulna and has a cup
shape that fits onto the end of the humerus.

Fig. 3.3: The human forearm
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Since grasping is linked with the forearm anatomy, we will goover the guidelines
for grasping tasks. In robotics, when a robot arm grasps an object, the interaction
involves the real world. This means that objects have a size,weight, and form that
all directly impact the grasp activity. Thus, the capability of grasping for a robot
involves many considerations to cover even basic human activities.

3.3.2 Human Sensory System

In order to understand the neural basis of perceptual processes, it is important to
study the characteristics of the somesthetic system. It is the sensory system associ-
ated with the human body, including skin senses, proprioception, and the feeling in
the internal organs. This system is a non-homogenous entitysince its sensory recep-
tors are widely dispersed and are functionally diversified.This section presents an
overview of the structure of the touch sensory system in humans (see Figure 3.4).
The overview is divided into three parts: (1) touch receptors, (2) connections to the
brain, and (3) the touch system within the brain [290]. Touchreceptors are the “input
devices” of the human body that collect information throughtactile and kinesthetic
perceptions. This is the main source of haptic data where thevarious physical quan-
tities, such as pressure and temperature, are given a commonrepresentation. The
connection to the brain is the “wiring” between the brain andthe receptors where a
lot of preprocessing takes place. Finally, the touch systemwithin the brain is where
the information is processed into its final perceivable form.

3.3.2.1 Touch Receptors

The function of a sensory receptor is to transform a physicalstimulus into a signal
that can be processed further by other parts of the nervous system. The first step in
this transformation is to cause a change in the electrical conductance of the channel
protein, and thus change the conductance of the membrane channel of the receptor;
this process is referred to as the chain of transduction. Thesecond step is to create an
impulsive discharge, the action of a nerve cell generating an impulse. The change
in the conductance of the membrane channel causes a change inthe membrane’s
potential, which leads to the propagation of the touch signal. In fact, second-order
neurons transmit the generated signal up the spine and into the thalamus region
of the brain. Here, third-order neurons complete the path tothe cortex where the
corresponding sensation of temperature, pain, and/or pressure is registered.

In tactile perception, information from the mechanical deformation of the skin
is coded by cutaneous mechanoreceptors situated in the different layers of the skin,
as shown in Figure 3.5. The human tactile sense is composed offour kinds of sen-
sory organs in the hairless skin: Meissner’s corpuscles, Pacinian corpuscles, Merkel
disks, and Ruffini endings [343]. Their sensitivities depend on their size, density,
frequency range, and nerve fiber branching. These receptorshave been classified
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Fig. 3.4: Human Sensory System

based on their adaptive properties (rapid versus slow) and the characteristics of their
receptive fields (small and highly localized versus large).Meissner corpuscles and
Merkel disks have small, localized receptive fields, whereas Pacinian corpuscles
and Ruffini endings have large and less localized receptive fields. Many functional
features of cutaneous mechanoreceptors have been subject to extensive study, such
as the rate of adaptation to stimuli, the location within theskin, the mean receptive
areas, the spatial resolution, the response frequency rate, and the frequency for max-
imum sensitivity. Such parameters are at least partially understood, and important
thresholds have been discovered. For example, in a set of psychophysical experi-
ments, the capability of the human fingertip to detect strainhas provided us with a
specific set of threshold metrics. In addition to these sets of parameters, which are
described below, the hand and forearm anatomic structure has been adapted in order
to simulate those haptic sensory principles.

Meissner’s corpuscles are found both in hairless skin and inhair follicle endings
in hairy skin. They are sensitive to light touch, local shape, relative velocity (slip),
and flutter (10-60 Hz). They elicit the sensation of touch or flutter. They are also
characterized by very fast adaptability to the stimulus, sothey are only active during
the initial contact with the stimulus. The mean receptive area is about 13mm2. The
proportion of Meissner’s corpuscles is about 43% of the handmechanoreceptors.
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Fig. 3.5: The skin layers

They are located in the dermis (shallow). The spatial resolution is poor and is not
sensitive to temperature.

Pacinian corpuscles are sensitive to acceleration and vibration of 70-1000 Hz and
elicit the sensation of touch or vibration. These receptorsare very fast in adapting
to the stimulus. They are found both in hairless and hairy skin below the dermis and
subcutis (very deep). The mean receptive area is about 101mm2. The proportion of
the Pacinian corpuscles is about 13% of the hand mechanoreceptors.

Merkel’s disks are sensitive to small-scale shape and pressure, and they elicit
the sensation of touch and pressure. They adapt slowly to stimuli, and thus are ac-
tive during the entire stimulus event. From a location perspective, they reside on
the dermis border near the epidermis (shallow), and they cover about 25% of the
hand mechanoreceptors. Their mean receptive area is about 11mm2. Their response
frequency range is 0.4 -100Hz.

Ruffini endings adapt slowly to skin stretch and directionalforce stimuli. From
a location perspective, they reside in the dermis (deep) andthey cover about 19%
of the hand mechanoreceptors. Their mean receptive area is about 59mm2. Like
Merkel disks, the response frequency range is 0.4 -100Hz.

Hairy skin receptors are characterized by a special low resolution, indicating
that they do not effectively perceive a specific geometric structure of an object.
Consequently, actuators in a haptic device for texture perception must be applied
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to hairless skin areas (such as on the palms and fingertips), while those conveying
vibratory information can be activated anywhere on the body[144].

The receptors that support the kinesthetic sense are classified into four categories,
two in the joints and two in the muscles: Golgi type endings injoint ligaments (joint
torque), Ruffini endings contained in the joint capsules, Golgi tendons monitoring
muscle tension, and muscle spindles contained in the muscles to measure static po-
sition and movement [144]. Working together, these receptors provide information
about joint angles and muscle length, tension, and rates of change. They provide
information on the movement of joints, the movement’s velocity, and the contractile
state of the muscles controlling the joint. Combined with the information from the
motor and cognitive systems, this produces the perceived limb position and move-
ment. It is worth mentioning that the force control and perceptual bandwidth differs
from person to person. For instance, the maximum frequency with which a typical
hand can command motion varies from 5 to 10 Hz, while the position and force
signal bandwidths range from 20 to 30 Hz [54].

3.3.2.2 Connections to the Brain

Sensory information coded by cutaneous and proprioceptivereceptors is transmitted
to the central nervous system by two separate, major ascending pathways: the dor-
sal column-medial lemniscal system and the anterolateral (or extralemniscal) sys-
tem. Of these two pathways, only the dorsal column-medial lemniscal system is of
significant importance to tactile and kinesthetic perceptions because it transmits in-
formation involved in cutaneous and proprioceptive sensitivity rapidly (from 30 to
110 m/s).

Two different types of nerve fibers convey signaling from receptors to the spinal
cord: first-order neurons and second-order neurons. These are connected through
synapses in either a many-to-many or many-to-one fashion. The first-order neurons
are physically divided into two groups/systems: the spinothalamic system and the
lemniscal system. The spinothalamic system is a bundle of neurons that transmits
sensations of temperature and pain, whereas the lemniscal system comprises the
mechanoreceptors. The second-order neurons interact withneurons either leading
to the brain or down to glands and muscles, thus giving rise tosome reflexes.

3.3.2.3 Touch System in the Brain

The sensory information from the skin receptors is carried to a layer on the sur-
face of the brain called the somatosensory cortex. This outer layer of the brain is
about one quarter of an inch thick. The mapping of the human body on the cortex is
known as the “homunculus”. The body parts that have a high acuity of perception,
such as the lips and fingers, comprise large areas of the homunculus, and less acute
parts comprise much smaller areas. The homunculus is located in the primary so-
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matosensory cortex (SI). However, somatosensory information is also processed in
the secondary somatosensory cortex (SII), as shown in Figure 3.6.
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Fig. 3.6: Sensory input mapping onto specific brain areas.

From the somatosensory cortex, messages about sensory input are sent to other
areas of the brain, like motor areas for generating actions.

3.3.3 The Motor System

The motor subsystem comprises contractile organs (such as muscles) by which
movements of the various organs and body parts are affected.The median and ulnar
nerves are the major nerves of the hand. They spread along thelength of the arm
and transmit electrical impulses to and from the brain, generating sensations and
motion. The movements of the human hand are accomplished by two sets of mus-
cles and tendons: the flexors, for bending the fingers and thumb, and the extensors,
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for straightening out the digits. The flexor muscles are located on the underside of
the forearm and are attached by tendons to the phalanges of the fingers. The ex-
tensor muscles are on the back of the forearm and are similarly connected to the
phalanges. The human thumb has two separate flexor muscles that move the thumb
in opposition and make grasping possible.

3.3.4 Haptic Cognition

The scope of human cognition is defined by the five senses, namely touch, audio,
taste, sight, and smell. Currently, there is no multimedia system that can integrate
and accurately incorporate all the senses within a simulation environment. In tele-
manipulation systems, the main idea is not only to allow users to control objects
within a simulation, but to control objects in the real worldas well. In order to tele-
manipulate objects in the real world, the interaction must have at least two sensory
channels or media: the vision and the haptic channels. Haptic perception focuses on
understanding which parameters are involved in the processthrough which humans
perceive the reality of touching. Significant research has been dedicated to simu-
lating a computer-generated reality that can be manipulated through haptic devices.
Current research has been focused on measuring human-computer interactions in
terms of touch and sensations, commonly referred to as “haptic quality”.

Haptic cognition involves tactile perception through the skin and kinesthetic per-
ception through the movements and positions of the joints and muscles. The study of
haptic perception brings together many disciplines, such as neurophysiology, psy-
chology, and psychophysics. We divide haptic perception into two categories: hap-
tic exploration and haptic manipulation. Haptic exploration has the primary goal of
recognizing an object’s properties, whereas haptic manipulation involves perceiving
modifications in the environment.

3.3.5 Haptic Exploration

indexhaptic explorationThe physiological and spatial arrangements of tactile sen-
sors allow humans to perceive various spatial features in parallel and assemble a
representation of objects and their features. For example,applying static pressure to
a surface provides significant information about hardness [358], whereas it is less
informative with regards to roughness [169]. Klatzky et al.[211] found the follow-
ing: lateral motion (tactile) facilitates the discrimination of texture; enclosure with
the hand (kinesthetic) gives information about the volume and global shape of the
object; static contact (tactile) with the object provides information about the tem-
perature, while contour following (tactile) gives insightof the shape of the object;
weight (kinesthetic) is determined by unsupported holdingof the object in ques-
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tion; and finally, kinesthetic force (pressure) provides information about the object’s
hardness characteristics.

The discrimination of softness of virtual objects through haptic devices is still
a great challenge for current technologies. This is becausethe human hand is a
complex model to simulate. Ambrosi et al. [17] investigatedhow information has to
be handled in order to distinguish an object’s softness and have provided elements
to be used in the design of haptic devices for practical uses.Their observations
show that a finger touching the surface of a specimen at different orientations does
not affect the discrimination of softness, nor is it very sensitive to the location of
the contact area on the finger surface. They also consider haptic discrimination of
softness as fundamentally invariant with translations androtations of the contact
area.

Experimental work has been carried out to validate a model related with a simpli-
fied form of tactile information. Five psychophysical experiments were conducted
to test the state of recognition, consistency of perception, perceptual thresholds, psy-
chometric functions, and perceptual granularity. These experiments were performed
with an implementation of sensors and actuators that define the model, which they
called the Contact Area Spread Rate paradigm (CARS). The CARS hypothesis ar-
gues that a large part of the necessary haptic information todiscriminate an object’s
softness by touch is contained in the law that relates the overall contact force to the
area of contact, that is, in the rate by which the contact areaspreads over the finger
surface as the finger pressure on the object is increased.

Haptic perceptual exploration allows a user to recognize objects and their spatial
features in a virtual/augmented reality and is characterized by three contextual vari-
ables: spatial, temporal, and user contexts, as shown in Figure 3.7 [198]. In contrast
to visual recognition, which starts from observing the whole and then the parts, hap-
tic exploration is a mental process that constructs the whole after the perception of
the parts [305].
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User Context

Movement of Hands:
Parallel information:

User-specific characteristics of
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(Exploratory Procedures)
For perception of object features

Perception of small Spatial
Regions through hand tactile

Sensors

Fig. 3.7: The role of context in haptic perception

In the haptic perception process, the spatial position of the fingers and the palm,
while in a static grasp of an object, could be modeled as the spatial context. Neu-
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rophysiology researchers have shown that different regions of the hand are spe-
cialized to perceive particular spatial features, such as texture, shape, weight, and
material [193]. For instance, shape and hardness are related to a spatial distribution
of stress or deflection when a human or artificial finger interacts with an object.
Moreover, Emura and Tachi have found that a human finger pad has the same struc-
ture as a human eye in the sense that it has a higher density of mechanoreceptors
in a small region at the center and better resolution over thecentral region than in
the peripheries [111]. An approach based on this principle has also been proposed
as a solution to haptic perception during general motion. This approach, referred
to as “haptic servoing”, extracts feature-based data from avisual control technique
called “visual servoing”. Visual servoing is based on a setup of one or two cameras
and a computer vision system, whereas the haptic servoing approach is much more
complex due to the elastic theory involved.

As part of haptic perception, the exploration and recognition of convex shapes
through tactile sensing has also been investigated by developing internal and exter-
nal volumetric approximations of the unknown object [64]. The approach of explor-
ing a polyhedral model is based on two facts: the tactile information is naturally
conceived in 3D space, and it is intrinsically thinly dispersed. Thus, the proposed
technique takes advantage of an effective selection strategy based on volumetric
approximation. This addresses sensing along directions where vagueness related to
the explored object is greater, and it results in early pruning of incompatible objects
to improve recognition performance. However, this study recognizes that complex
kinematics exist in multi-fingered hand exploration strategies when mapping two
particular convex representations. Therefore, these strategies are considered only
with respect to a “single-finger” device. Afterwards, Robles de la Torre et al. [310]
investigated the significance of cues related to geometry and the range of forces ex-
perienced during exploration; he demonstrated that force cues provide richer content
than geometric cues when discriminating the shape of an object. Therefore, static
touch is a complementary task in haptic perception that provides enough informa-
tion to construct a conceptual representation of an object.

When trying to comprehend a whole object, voluntary hand movements (ex-
ploratory procedures) made to compensate for the smallnessof the tactile perceptual
field can be modeled as the temporal context [198]. Researchers in the psychology
of haptic perception have proven that perception and actionare closely related in
the haptic modality [305]. Various attempts have been made to study the manual ex-
ploratory procedures of blind and sighted individuals [219, 220], and based on their
findings, it has been concluded that “the haptic and visual systems have distinct
encoding pathways”. The haptic system is more focused on discriminating object
characteristics other than shape. Previously in this domain, the work of Ernst Hein-
rich Weber described the importance of tactile perception action in terms of object
feature discrimination. From his experimental work he concluded that “the shape
and texture are not discovered by touch, unless the finger is deliberately moved over
the surface of the test object” [316].

Lastly, the user’s style of haptic perception and their mannerisms can be modeled
as the user context. Being aware of this context allows for a customization of the
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haptic rendering and visualization schemes to the user’s style of haptic exploration
and their cognitive strategy in assembling piecewise information into haptic object
memory [198].

3.3.6 Exploration of Perceptual Metrics

The maximum frequency with which tactile and force stimuli can be sensed is called
the sensing bandwidth, and the speed with which users can respond or act is called
the manipulation bandwidth. These two bandwidths are asymmetric. In fact, the
sensing bandwidth is much higher than the manipulating bandwidth, which means
that humans can sense haptic stimuli much faster that they can respond to them.
The bandwidth with which a human can react to unexpected force/position signals
is 1-2 Hz. The ability of hands and fingers to exert force is about 5-10 Hz. The
human fingers and hand require the force input signal to be present at about 30Hz
(from 20-50Hz) in order to perceive meaningful information. It is also estimated
that the bandwidth beyond which the human hand and fingers candiscriminate two
consecutive force input signals to be at about 320 Hz, after which they are just
sensed as vibrations. The bandwidth of tactile sensing varies from 5 Hz up to 10
KHz.

Many studies have used the well-established metrics of roughness, hardness, and
stickiness to characterize the state of haptic perception [170]. These are described
below, yet there are also lesser studied metrics such as blurriness, distortion, and
aberration, of which further information can be found in [113].

Roughness measures the small-scale variations in the height of a physical sur-
face; indeed Klatzky et al. [210] have stated that “surface roughness is particularly
salient to the tactile sense”. Several studies and experiments have been conducted to
quantify roughness of texture elements. For instance, Cascio and Sathian found that
temporal cues do indeed contribute to tactile texture perception [63]. It has been
shown that the perceived roughness requires lateral movement between skin and
surfaces and depends on temporal cues. Perceived roughnessincreases with the in-
crement of inner-element spacing, grating groove width (G)[221, 63]. In addition,
Sathian et al. [330] stated that “humans subjects scaled gratings of altering grooves
and ridges for perceived roughness”. In fact, Sathian et al.[330] found that rough-
ness increased with an increase in G with an increase in ridgewidth(R). Cascio and
Sathian also found that peripheral neural responses to gratings depend quantitatively
on G and a grating temporal variable(Ft) [63].The quality ofroughness has also been
researched by extending the spectrum from very fine to very coarse textures [169].
The perception of fine textures is largely attributed to vibrations set up by the rela-
tive movement of the skin and the stimulus, whereas coarse textures are perceived
mainly based on their geometric properties (when temperature, hardness, etc. are
held constant). Other formal studies and experimental observations have been made
regarding the impact of contact areas and the relative size (or curvature) of the fea-
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tured surface to the size of the contact probe (or finger) on identifying fine surface
features [276].

Hardness is characterized by the resistance force that is normally applied to the
surface. Many researchers, such as O’Malley and Goldfarb [270], focused their ex-
perimental work on surface stiffness and force saturation effects. Quantitative data
on the effects of force saturation has yielded several conclusions. First, haptic in-
terface hardware may be capable of conveying significant perceptual information to
the user requiring only low levels of force feedback. Second, higher levels of force
output may improve the simulation in terms of perceived realism. Finally, haptic
interface hardware may transmit valuable perceptual information to the user if a low
level of simulated surface stiffness is considered. The last conclusion was derived
after an experimental study based on the three psychophysical concepts (detection,
discrimination, and identification) was conducted in orderto characterize the effects
of virtual surface stiffness on haptic perception in a simulated environment.

Stickiness is a physical phenomenon of adhesion and cohesion that depends on
the friction and relative resistance to lateral force that exists between the subject’s
finger and the surface [201]. Softness is an example of this tactile information that
provides a good threshold in the discrimination of haptic perception. Ambrosi et
al. [17] investigated the way this information is handled todistinguish softness of
objects and provide practical elements in the design of haptic devices.

3.4 Concept of Illusion

There are some cases where a visual illusion creates an ambiguous situation and
confuses the brain. For example, when sitting on a train and looking out the window
at a neighboring train, if the other train starts moving, there is an ambiguous situa-
tion: which train is actually moving? In either case, the brain will come up with a
unique - right or wrong - answer to this ambiguous situation.To resolve ambigui-
ties, the brain uses constraints by comparing the newly acquired information with
knowledge of previously experienced situations and information.

For centuries, perceptual illusions were thought to concern only the visual system
due to some specific properties such as color, and temporal and spatial sensitivity.
Three important geometric illusions are well discussed in the literature: the Muller-
Lyer illusion, the vertical-horizontal illusion, and the Delboeuf illusion.

The Muller-Lyer illusion has frequently been studied by psychologists. The illu-
sion consists of two identical lines that are actually perceived as being of different
lengths due to the presence of “fins” with a particular orientation placed at each end
of each line. The evaluation of the length of a line segment changes according to the
orientation of the arrowheads situated at either end (see Figure 3.8).

In the vertical-horizontal illusion, the length of the vertical segment is overesti-
mated when it is compared with the same segment in a horizontal orientation (see
Figure 3.9).
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Fig. 3.8: An illustration of the Muller-Lyer illusion
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Fig. 3.9: An illustration of the vertical-horizontal illusion

In the Delbeouf illusion, the perception of the size of a circle changes if it is
inserted into a larger concentric circle, as shown in Figure3.10.

For many years, the Muller-Lyer illusion was studied as a purely ”visual” illu-
sion, but like many other optical illusions, evidence now shows that illusions also
occur when stimuli are presented tactually (for review, see[126] and [100]). There-
fore, it has been established that perceptual illusions occur in all sensory modalities
even though the most widely known and studied are visual illusions. The study of
haptic illusions is still in its infancy.

In a study presented by Gentaz & Hatwell, the presence of the Muller-Lyer illu-
sion in both vision and haptics seems to have similar results. As a common factor,
the bisection observed in the horizontal and vertical illusion studies affects the vi-
sual and the haptic modality in the same way. However, contrary to the Muller-Lyer
illusion, there are also factors specific to each system. In particular, the exploratory
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Fig. 3.10: An illustration of the Delboeuf illusion. The inner circle (B) is perceived
as larger than the identical circle (C) because it is inserted in an exterior concentric
circle (A)

movements affect only the haptic illusion in the haptic modality, including its pres-
ence in those who have early blindness, and invalidates the exclusively visual ex-
planations of this error. Also, they discussed that in the Delboeuf illusion only the
visual illusion seems to be present because the haptic contextual part of the figure
that induces the error may be prevented through the perceptual tactile field explored
with the index finger.

Haptic illusions can be created by mixing force cues with geometric cues to make
people sense shapes that differ from that of the actual object [137]. For instance,
Gosline et al. [137] showed through a series of experiments that an area that feels
harder to move through and easier to move out of can be interpreted as a region of
high curvature.

3.5 Human Perceptual Parameters for Haptic Interface
Development

If we compare other human senses, such as hearing and sight, relative to touch, we
realize that the understanding of the sense of touch is very limited as far as try-
ing to recreate it in a hardware design context. Haptic devices try to recreate the
stimulus that a real environment might exert on our skin and muscles. Our sensory
receptors and cental nervous system are responsible for interpreting the sensation of
touch, whether we are dealing with a real or simulated environment. Indeed, there
are many reasons for this limitation. For instance, the experiential difficulty encoun-
tered when displaying controlled stimuli, e.g., force and torque, is mainly due to the
fact that the haptic system is bidirectional, so it can simultaneously perceive and act
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upon the environment and can introduce mechanical instabilities under deterministic
response [363].

Haptic interfaces used in realistic virtual reality simulations are designed with
the understanding that they are operated by humans who have somatosensory and
motor systems. In this context, many research prototypes and commercial products
have been designed based on the known requirements for fooling the human haptic
system, but in the strict sense, not all the interfaces are following the results of hap-
tics research [99, 363]. In this subsection we will deal withthe design requirements
of haptic interfaces, which can be characterized by two functions: measuring the
position and contact forces of the user’s hand and/or other parts of the body, and
displaying contact forces and positions and/or their spatial and temporal distribu-
tions to the user.

Consequently, a good knowledge of human capabilities and limitations in both
the sensory and the motor domains enables haptic device designers and manufac-
tures to determine a reasonable level of haptic sensation accuracy in order to display
more realistic touch stimuli. Therefore, a systematic exploration of the capabilities
and limitations of the human sensory and motor systems constitutes a prerequisite
to the appropriate design of any haptic interface.

The purpose of this section is to present human-centered system specification
design guidelines for haptic devices being proposed and considered in research lit-
erature. These specifications are essentially haptic-relevant thresholds, or maximum
values measured in humans, that are used as guidelines for haptic interface devel-
opment. These include the fundamentals of temperature perception, which can add
a complementary stimulus to the whole development of hapticdevices.

3.5.1 Human Factors in the Design of Haptic Interfaces

Design criteria specifications of the hardware and softwareof haptic interfaces are
mainly influenced by the fundamentals of biomechanical, sensorimotor, and cogni-
tive abilities of the human haptic system. Knowing these abilities plays an important
role in the understanding of how to build and control machines that display and meet
haptic performance metrics. Perceptual characteristics,such as temperature percep-
tion, have been studied in order to be incorporated into haptic interfaces for object
identification in virtual environments [196, 33, 360, 90].

The Just Noticeable Difference (JND) is the smallest detectable difference be-
tween adjacent sensory stimulus levels. It has been intensively investigated and used
as a quantity of the subject’s sensitivity. More details about actual values and psy-
chophysical evaluation methods can be found in [41]. The human factors that in-
fluence the quantitative performance of force-reflecting haptic interfaces have been
studied by Tan et al. [363]. Those studies are related to ground-based controllers (for
example a stationary desktop controller) and body-mountedexoskeleton devices.
The following perceptual elements are considered: (1) force sensing, (2) pressure
sensing (3) position sensing resolution, (4) stiffness, (5) human force control, (6)
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temperature perception, and (7) friction perception. In the following section we will
discuss these parameters.

3.5.2 Perception Thresholds

This section focuses on human perception thresholds for different physical parame-
ters accessible to the haptic sensory system. These parameters have been chosen due
to their relevance as important factors when designing haptic displays. For instance,
for the user to perceive the forces displayed by the device asvarying smoothly, the
force display resolution of the device should match or exceed the human sensing
resolution. Similarly, the vibrations generated by the haptic device should remain
below a given threshold to maintain controllability of virtual objects and to avoid
deterioration in the user’s perception.

3.5.2.1 Force Sensing

The fundamental definition of forces based on Newtonian theories and mechanics
have been fully replicated by laboratory equipment throughexperimental work. In
order for the human user to perceive the force displayed by a device, its output force
resolution should be equal to or exceed the human sensing resolution. In this context,
a study presented by Jones in 1989 showed that body references sense forces in a
range of 25 to 410 Newtons (N); meanwhile, similar studies under different test
conditions were carried out by reporting that force sensingresolution falls between
2.5 to 10N [279]. However, some disturbances, such as vibration, can occur in force
displays and deteriorate the force sensing quality. Vibration can be conceived as the
level of mechanical oscillations that are related to the equilibrium reference. The
equilibrium reference can be referenced when no net influences are acting on an
object. In other words, the net force or net torque is equal tozero.

3.5.2.2 Pressure Perception

Pressure is a tactile sensation and proprioceptive or kinesthetic perception that refers
to the awareness of one’s body state when perceiving a continuous physical force
exerted on or against it. The perceptual thresholds for touch depend on location,
stimulus type, and timing states. Mechanoreceptor densityvaries across the skin,
and tactile thresholds for single and two-point discriminations vary based on the
skin area activated. It is suggested that actuator design must, therefore, consider the
spatial resolution. For example, in order to apply two separate stimuli to the index
finger, the tactile actuators should be at least 2.5 mm apart because humans cannot
differentiate two stimuli which are closer than 2.5 mm to each other.
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It is well known that the most sensitive body sites for singlepoint localization are
the nose and mouth, followed by the finger pad. Inversely, themost sensitive body
site for two-point discrimination is the finger pad, followed by the nose or mouth. In
addition, pressure results showed different levels of sensitivity dependent on body
loci and gender, hence the JND values vary from 5 milligrams (mg) on a woman’s
face to 355 mg on a man’s big toe [144].

On the other hand, kinesthetic devices, such as force-reflecting exoskeletons, are
designed to display contact forces at the finger pad by attaching it to the user’s
forearm. In this context Tan et al. [363] have applied an experimental work on the
forearm in order to measure pressure as a function of contactarea based on the
JND concept. They found that the JND of pressure decreased ata ratio of 1:4 (from
15.6% to 3.7%) when the contact area increased by a factor of 16 (from 1.3 to 40.4
cm2). These findings imply that humans are less sensitive to pressure changes when
the contact area of the forearm is reduced. In addition, theysuggest that the contact
area of the exoskeleton’s interaction points should be minimized, and the perimeter
of the true grounding area should be maximized to enhance theoverall illusion.

3.5.2.3 Position Sensing Resolution

When we talk about position sensing, we usually refer to single point interaction
haptic devices; however, other types of haptic devices, such as force feedback
gloves, can also be considered. Position sensing resolution can be defined as the
smallest change on the end effector of a haptic device that can be detected in dpi or
in millimeters. For example, the recognized Desktop PHANToM Device can pro-
vide a nominal position resolution>450dpi ( 0.055mm). In addition, researchers
have found that this feature mainly depends upon the position resolution of the hu-
man operator. Tan et al. [363] have shown that joint angle resolution is directly
related to the fingertip position, where the JND of proximal interphalangeal (PIP)
and metacarpophalangeal (MCP) is related by 2.5◦. In addition, measures of joint
angle JNDs for the wrist, elbow, and shoulder joints were reported; they found that
JND decreases from 2.0◦ at the wrist and elbow joints to 0.8◦ at the shoulder joint
and that proximal joints present higher resolution in sensing joint angles than do
distal joints.

3.5.2.4 Stiffness

In the design of haptic interfaces, the perception of stiffness requires a minimum
threshold to emulate a rigid object in a virtual environment. One attempt by Tan et
al. [363] reported results in an experimental study based onsubjects pressing down-
ward on a rectangular aluminum beam clamped at one end(See Figure 3.11). Their
results, based on the elastic beam theory formulation, haveshown that at a given
range of lengthl (say 31.0+/- 5.1cm), the interval ofK, defined as the “threshold”
point, ranged from 153 to 415 Newton/cm. However, their experimental set up pre-
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sented an issue related to the incremental step of distancel between the clamped
end and the points located on the bar: the bending stiffness of the aluminum beam
decreases at a function of 1/l3.

Fig. 3.11: Setup for an experimental study on stiffness (re-edited from [363])

Thus, they concluded that the minimum stiffness required tosimulate a rigid sur-
face is currently a mechanical design challenge. On the other hand, to get a better
understanding of the forces involved in current haptic interface devices, the PHAN-
ToM Desktop can emulate stiffness around 1.86N/mm in the X axis (horizontal),
2.35N/mm in the Y axis (vertical), and 1.48 N/mm in the Z axis (depth).

3.5.2.5 Human Force Control

The maximum forces exerted by a device should meet or exceed the maximum
forces humans can produce. It is then possible to establish the maximum control-
lable force a human can produce involving the arm, hand, and finger joints. The
maximum sustained force exertion of the finger contact forces depends on the way
objects are grasped, and the user’s gender, age, and motor skills. The index, mid-
dle, and ring fingers exert about 7N, 6N, and 4.5N, respectively, without fatigue or
discomfort. Table 3.1 presents the results of a study based on measuring the max-
imum controllable force of subjects who were asked to close their eyes and exert
a maximum force for at least 5 seconds. The test includes the PIP (proximal inter-
phalangeal) and MCP (metacarpophalangeal) joints, the wrists, the elbow, and the
shoulder. The maximum controllable forces fell in an interval from 16.5N at the PIP
joint to 102.3N at the shoulder. In addition, the female subjects achieved a maxi-
mum controllable force range which is below that of the male subjects. Table 3.1
presents the highest scores of the force control reference values for a male subject’s
actions involving the arm, hand, and finger joints.
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Table 3.1: Highest Maximum Controllable Force (N) and standard deviation (%)
based on the experiments by Tan et al. [363]

Subject
Joint Tested

PIP MCP ShoulderElbow Wrist

Male
50.9N 45.1N 102.3N 98.4N 64.3N
4.24%4.47% 0.46% 2.47%5.02%

Female
16.5N 17.6N 68.7N 49.1N 35.5N
3.99%4.50% 3.67% 3.19%3.12%

3.5.2.6 Temperature Perception

Force and tactile feedback are the main sensory inputs presented to a human opera-
tor using a haptic display [196]. In addition, thermal feedback can be used to convey
information about thermal conductivity of objects, which can help with object iden-
tification and creating a more realistic image of the object.

In this domain, the ability to perceive temperature dependson two different kinds
of receptors found in the skin known as cold and warm receptors [196]. Cold recep-
tors are more numerous than warm receptors by a ratio of up to 30:1, and they
respond to decreases in temperature over a temperature range of 5-45◦C. Warm re-
ceptors discharge due to an increase in skin temperature, reaching a maximum at
around 45◦C. In addition, when the skin temperature is maintained at 30-36◦C, no
thermal sensation is noted. The properties of the human thermal system, as a basis
for specifying the desired features of a thermal display, are shown in Table 3.2.

Table 3.2: Thermal display features based on the experiments by Jones and
Berris [196]

Physical parameter Thermal Threshold

Maximum Temperature Range 20◦C
Heating Resolution 0.001◦C
Cooling Resolution 0.002◦C

Number of Elements in Array 2-10
Temporal Transient Resolution-Cooling 20◦C/s
Temporal Transient Resolution-Heating 20◦C/s

3.5.2.7 Friction Perception

Resistance to motion in haptic interfaces has also been considered in the design
and development of such devices. Thus, characterizing friction through quantifying
human perception thresholds is an important factor in the quality metric for the de-
sign of haptic devices. Lawrence and his colleagues [217] described an approach
for quantifying perceptual thresholds of friction that includes but is not limited to:
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the resistance defined under Coulomb friction; viscous and inertial forces; and me-
chanical imperfections. They have shown that observers perceived small differences
around 0.2 microns at high frequencies. However, it was observed that “measuring
the threshold of human perception for friction in a mechanical device is difficult
because human perception of friction with stylus grips is mediated by at least 3 tac-
tile psychophysical channels and perhaps a proprioceptivechannel as well.” It was
also noted that all of these channels have sensitivities that are linked tightly to the
frequency content of the stimulus.

3.6 Closing remarks

Haptic perception is typically characterized as the process of recognizing objects
through touch. The sense of touch, in turn, is characterizedby (a) the combination
of somatosensory perceptions of patterns on the skin‘s surface (texture, edges and
curvature) and (b) proprioception, which refers to a person‘s sense of the relative
locations of their body parts in space. In order to understand the complexity of this
sense, many research fields have invested significant effortin the exploration of
haptic characterization and representation.

A good starting point is the flow of sensory information through biological el-
ements such as sensory receptors and sensory afferent neurons, which characterize
the state of touch stimuli when interfacing with skin, muscle, and organs. These sen-
sory signals propagate down to deeper neurons within the central nervous system
and eventually to the brain, where the signals are processed. From here, we can fur-
ther break down the study of the sensory system by identifying the different types
of stimuli delivered through different sensory receptors;for example, mechanore-
ceptors provide tactile sensation and nociceptors react topain stimuli. In addition,
physiology research has also contributed to understandinghow and where the brain
processes the haptic sensory signals. Consequently, the study of haptic perception
in this field has encouraged the new research domain of haptictechnology, which
emulates these touch stimuli in virtual and real environments.

Haptic perception in a real environment involves physical attributes, such as con-
tact forces, when a human being explores a real surface. On the other hand, haptic
perception in a virtual environment involves mechanical attributes that are generated
through mechatronics systems or interfaces, known as haptic devices. Thus, when
a user interacts with a virtual object, they receive haptic feedback in the form of
device forces that characterize real objects. Future research into the sense of touch
must recognize the complexity of reproducing this type of interaction.





Chapter 4
Machine Haptics

4.1 Introduction

The development of HAVE applications encompasses the development of both
audio-visual devices and haptic devices to deliver a highersense of immersion in
a 3D space. 2D and 3D audio technologies have been introducedto create the illu-
sion of sound sources placed anywhere in a three dimensionalspace. By processing
relative left and right speaker signals, apparent sound locations can be perceived at
an arbitrary point in space. Visual information in HAVE applications can be char-
acterized by the Field of View (FOV), which represents the total visible angular
deviation. The FOV needs to cover between 60 - 100 degrees along the horizontal
axis in order for the user to be immersed in the virtual environment. This is less
than the capability of the human eye, which has an FOV range between 180 - 270
degrees, depending on whether the eye is moving or not. The update rate for vi-
sual feedback is around 75 Hz, and the suggested resolution is on the magnitude of
1960x1280 pixels, even though it is possible to reach 8000x8000 pixels.

Most stereo vision systems are based on human binocular cuesin order to render
depth information. In the human binocular visual system, each eye captures its own
image of the environment; the two images are then sent to the brain for process-
ing. The brain combines them into a single picture by matching the similarities and
compensates for the differences, which are usually small. The difference between
the two captured images is the reason human beings can see a stereo image.

In HAVE applications, there are several ways to view stereoscopic images. In the
first technique, a head-mounted display provides each eye with a separate image.
The provided images can originate from a single video sourceor two different video
sources. The FOV is made flexible through the use of head tracking. The same
principle can be applied with a less bulky device known as shutter glasses or active
glasses. In this case, users are asked to wear glasses and look at an appropriately
configured system such as an LCD monitor. The shutters in the glasses, with the help
of an infrared emitter, are than synchronized with the display system. Images are
alternately displayed to each eye to provide different perspectives so that each eye

83



84 4 Machine Haptics

sees only the image intended for it (the glasses achieve thisby alternately darkening
over one eye at a time). Passive glasses, on the other hand, are color encoded or
polarized glasses used to view a projected image. A stereoscopic system projects
stereo video on the screen where the two images are tinted to different colors. Due to
the color encoded glasses, each lens blocks the light color it is tinted to, so the image
tinted to the opposite color makes it through to the eye. Finally, auto-stereoscopic
displays are the new era in stereo vision. Users do not need towear any glasses. In
this type of system, lenses in front of or behind a display screen focus the image
so that each eye sees a slightly different image. Auto-stereoscopic displays require
careful calibration and adjustment, i.e. the user needs to be in front of the display
and at given height and distance from the display.

Haptic device development is evolving in terms of shape, size, and mode of op-
eration; such evolution is fuelled by research and application requirements. The
fundamental characteristic of a haptic device is the bidirectional principle of ex-
change of energy, whereby such devices both supply and dissipate energy to and
from the system. The design and fabrication of haptic/kinesthetic feedback mecha-
nisms is a virtually new field that will thrive with the adventof the wide spectrum
of applications discussed in chapter 2. This chapter first provides an overview of the
traditional components that comprise a haptic interface, then explores the attributes
that define the quality of haptic interfaces, and finally, offers descriptions of some
existing haptic interfaces.

4.2 Haptic Interfaces

4.2.1 Robotics Perspective

The word ’robot’ is popularly associated with the stereotypes generated from sci-
ence fiction films such as “Star Wars”, “The Terminator”, and “RoboCop”. They are
portrayed as fantastic, intelligent, and sometimes dangerous forms of artificial life.
The development of robots ranges from very complex computercontrolled devices,
such as walking robots, to simple devices, such as toy robots, and take on a variety of
forms and shapes. Generally, a robot is a programmable system connected to a me-
chanical structure with the main goal of performing designed manual tasks. The sci-
ence involved in the design and development of robots is given the term ‘robotics’.
The manufacturing industry made great contributions to thedevelopment of robots
from the 1960s to the 1980s. Their main concern was to find waysof increasing pro-
ductivity while reducing costs of manufacturing products.However, the main issue
in the development of robotic mechanisms was associated with force control, which
includes the integration of task goals, trajectory generation, force and position feed-
back, and the modification of trajectories [393]. Whitney, inhis survey, mentions
that robot force control research began with remote manipulator and artificial arm
control in the 1950s and 1960s.
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With the advances in computer technology research and mechanical engineering,
several applications have moved towards using computers instead of human oper-
ators. Such advances took advantage of evolving technologies such as Numerical
Control (NC) systems, Computer-Aided Design (CAD), Computer-Aided Manu-
facturing (CAM), Computer Numerical Control (CNC), and Computer Integrated
Manufacturing (CIM), to create robotic work cells that perform the work on as-
sembly lines without the use of human labor. In addition, thedevelopment of tele-
operation and tele-robotic technologies played a key role in supporting physical
action at a distance. This allowed physical actions, achieved through tele-operation,
to change the state of remote systems, which could potentially be hazardous en-
vironments. For example, nuclear laboratories were concerned with the need for
manipulating highly toxic materials in a safer manner. Thus, in the early 1950s, Go-
ertz [134, 133] developed electric-servo manipulators with force reflection. These
mechanical master-slave manipulators enabled a human operator to manipulate the
master device with his/her hand and feel the contact forces experienced by the slave.
These tele-manipulation systems are needed to protect human operators from radi-
ation and other issues in a radioactive hot lab while they perform hazardous tasks.
Later, the need for helping amputees to recover kinestheticperception encouraged
the researchers Rotchild and Mann to develop a force feedback powered artificial
elbow for amputees [317]. In these robotic elbows, a joint motor was driven by
signals from muscle electrodes, and a strain gauge in the joint enabled the amputees
to exert muscle work in a similar fashion to how they had performed the same task
with their natural arms.

In some cases, tele-operation systems can include force feedback so that the ex-
change of mechanical energy can be perceived directly by thehuman operator. This
type of interaction is essential and can also be described as“kinesthetic” or “haptic”
perception.

Thus, robots can be considered as haptic interfaces where they exchange me-
chanical energy with a human user by receiving commands and feeding back in-
teraction forces. In other words, a human user exerts force onto haptic interfaces
to move a virtual avatar of the user or a tele-operator; at thesame time, the haptic
interface feeds interaction forces back to the user when there is contact with some-
thing in the remote environment. Natural or manufactured objects can be seen as
either inert, able to dissipate energy, or active. An activeobject is not only able
to dissipate energy, but also to supply energy to the system [152]. Based on such
principles, Hayward et al. [152] classified haptic devices as either passive or ac-
tive. They mention that passive devices are often designed to have programmable
dissipation as a function of position or time. However, passive devices rely on non-
holonomic constraints and are associated with the ability to modify, under computer
control, the elastic behavior of an element so that it becomes harder or softer [152].
In order for the hand to perceive kinesthetic information ofa manipulated object,
such as position or movement, active devices exchange energy between a user and
the machine as a function of the feedback control. Therefore, two categories can
be conceived based on such a principle: impedance-type interfaces and admittance-
type interfaces [152]. Impedance-type interfaces have their actuators acting as force
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generators based on the measured position, whereas admittance-type interfaces have
their actuators generating positions based on the measuredforces.

4.2.2 Haptic Interface System

The basic elements of a haptic system are the power supply, the computer controller,
and the physical device, also called the haptic display. In this book we focus only on
the technology that is used to measure the system response interms of tactile and
kinesthetic cues and to actuate a haptic feeling.

A haptic interface system can be considered as a mechatronics framework that in-
cludes one or more electromechanical transducers (sensorsand actuators), as shown
in Figure 4.1. Sensors and actuators convert energy in mechatronics systems, and
magnetic circuits seem to be the best medium for such conversions [284]. Sensors
are employed to register and measure interactions between acontact surface and
the environment, whereas actuators provide mechanical motion in response to an
electrical stimulus. In other words, sensors measure mechanical signals, such as po-
sitions, forces, or a combination of these and their time derivatives, to map the real
space into the virtual space; actuators apply mechanical stimuli at distinct areas of
the user’s body (force signals) to approximate a realistic experience. In general, the
mechatronics framework includes analog-to-digital and digital-to-analog converters
(abbreviated as ADC and DAC, respectively) and a communication module.

Human

Actuator(s)

DAC

Communication
     Module

Computer

Sensor(s)

ACD

Mechatronic System

Fig. 4.1: Haptic interface system

The mechatronics framework communicates data between the transducers and
the computer system in a bidirectional manner. The ADC converts the data received
from the sensors to an equivalent digital value that is conveyed to the computer
system. The DAC does the opposite; it converts the digital commands into an analog
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form (usually voltages) that is sent to the actuator(s). Usually, the exchange of haptic
data occurs at a very high rate, called the Servo Loop Rate, toprovide a more stable
and realistic human-computer interaction. The communication module preprocesses
the digitized data and implements the communication protocol that the haptic device
uses to interface with the computer. For example, the communication module of
the PHANToM Omni device implements a high-speed, serial input/output bus (the
IEEE 1394 protocol) to connect the haptic device as a peripheral to the computer.

4.3 HAVE Sensors

Fundamentally, a sensor can be defined as a device that measures a physical quantity
and converts it into a signal that can be read by an observer oran instrument. Sensors
are usually sensitive to the measured physical property anddo not influence it. The
output signal of a sensor is a simple function (linear) or is linearly proportional
(algorithmic) to the value of the measured physical property. Sensor readings can
deviate from actual values in several ways. The most common deviations are:

• Sensitivity error: the measured value differs from the realvalue. This is a typical
error that depends on the quality of a sensor. The lower the sensitivity error, the
more precise and expensive the sensor is.

• Offset or sensor bias: this error occurs when the measured property is zero, but
the output signal is not zero.

• Dynamic error: caused by a rapid change of the measured property over time, or
in the case of digital sensors, through the sampling frequency.

• Noise: represents a random deviation of the signal over a given period of time.
• Digitization error: occurs with digital sensors when the input is converted to a

digital signal. The output is an approximation of the real measured physical prop-
erty.

Sensors can be used in a wide variety of applications to measure or detect tem-
peratures, flow, vibration, force, radiation, etc. However, in the development of hap-
tic interfaces, a sensor is mainly used to measure parameters of contact between
the sensor and an object. The contact measurement is confinedto a small, defined
region and measures the fundamental attributes in the interface design: position,
force, or pressure. A variety of sensors, such as piezoelectric sensors, force sensi-
tive resistors, intrinsic or extrinsic fiber optic sensors,micro-machined sensors, and
capacitive sensors are currently available with their own operating principles [303].

Knowing that the human finger resolution is about 40 microns,sensors are lim-
ited to being single point sensors arranged in an array. Consequently, a tactile sensor
comprises discrete sensor cells, called “texels”, that arearranged in homogeneous
matrices to detect an applied load profile. Sensor arrays aregenerally 10-15 rows
of sensors with 1-2mm2 resolution per sensor, which means every sensor moni-
tors a region of around 1-2mm2. The sensitivity of the touch sensor is generally
considered satisfactory between 0.4 to 10 N, but this is dependent on a number of
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variables determined by the sensor’s basic physical characteristics. The measure-
ment principles of tactile sensor cells are based on a variety of technologies; these
including piezo devices, force sensitive resistors, intrinsic or extrinsic fiber optic
sensors, micro-machined devices, and capacitive devices.

Table 4.1 lists some existing implementations suitable forstatic array sensing.
It is worth mentioning here that when choosing a particular technology, one must
keep the intended HAVE application in mind. For instance, inmanipulation scenar-
ios where a round finger is intended to roll around an exploredobject, some tech-
nologies, such as conductive plastic or polysilicon piezoresistors, are not suitable
for the geometry.

4.3.1 Electromechanical Sensors

Early sensing technologies were purely mechanics-based until the introduction of
electromechanical technologies. These new technologies enabled the conversion
of mechanical information into equivalent electrical signals. For example, electro-
mechanical sensors are commonly used in automotive industry applications, as they
are characterized by high reliability and sensitivity. They are mainly used to build
tactile sensing arrays, however, they suffer from being fragile and vulnerable to
overpressure due to mechanical compliances, as well as being too expensive and
bulky for use in wearable applications. Furthermore, electro-mechanical sensors are
vulnerable to electromagnetic interference (EMI) and corrosion.

4.3.2 Optical Sensors

The main benefits of optical sensors are that they are immune to external electro-
magnetic interference, do not induce physical damage, and are small and light. The
operating principles of optics-based sensors are divided into two classes: intrinsic
and extrinsic. The following is a brief explanation of both classes.

Intrinsic fiber optic sensors imply that the sensing takes place within the fiber it-
self. Intrinsic based sensors utilize force-dependent absorption or reflection of light
beams [303]. As shown in Figure 4.2 (a), moving an obstruction into the light path
causes a modulation of the intensity of light. Notice that the force sensitivity is
determined by a spring or elastomer. Intrinsic types are related to applications that
measure rotation, acceleration, strain, acoustic pressure, and vibration measurement.
They are more sensitive, but they are more expensive and tougher to multiplex. On
the other hand, extrinsic fiber optic sensors are distinguished by the fact that sens-
ing takes place in a region outside the fiber. The physical stimulus interacts with the
light external to the primary light path. For instance, in the reflective touch sensor
shown in Figure 4.2 (b), the intensity of the received light is a function of the dis-
tance between the reflector and the plane of the source and represents the applied
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force. The U shaped spring can be manufactured from spring steel, leading to a
compact overall design. Based on intensity measurement, extrinsic fiber optic sen-
sors are most widely used due to their simple structure and information processing.
In general, extrinsic sensors are less expensive, easier touse, and can be assembled
to support arrays of sensors, nonetheless, they are less sensitive.

Optical
receiver

Deformable
tubeOptical

source
(a)

Combined optical
receiver and source Spring steel

Reflective surface

(b)

Fig. 4.2: (a) Force sensitivity touch sensor, (b) reflectivetouch sensor

4.3.3 Capacitive Sensors

Electrical sensors produce a change in electrical or magnetic signals based on an en-
vironmental input. The most well-know electrical sensors are radar systems, metal
detectors, and electrical meters such as ohmmeters. Capacitive sensors utilize the
change of capacitance between two electrodes covering a deformable dielectric
[295]. This can be achieved by either changing the distance between the electrodes
or changing the effective surface area of the capacitor (as shown in Figure 4.3). The
two electrodes are separated by a dielectric medium, which is used as an elastomer
to give the sensor its force-capacitance characteristics.One of the limitations of ca-
pacitive sensors is that there is an effective limit on the resolution of the capacitive
array. Another issue is the need for complex signal conditioning (filtering and am-
plification) to detect very slight changes in the capacitance. Filtering is needed to
improve the signal-to-noise ratio (SNR) of the output signal. Amplification is then
used to increase the signal strength for data acquisition, transmission, and process-
ing [350].

4.3.4 Resistive Sensors

The use of compliant materials with defined force-resistance characteristics has re-
ceived considerable attention in touch and tactile sensor research. The basic opera-
tion of this type of sensor is based on the measurement of the resistance of a conduc-
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Fig. 4.3: Capacitive tactile sensor

tive elastomer between two points. The majority of these sensors use an elastomer
that consists of a carbon-doped rubber. Generally, due to their simple structure, re-
sistive tactile sensors are very robust when withstanding overpressure, shock, and
vibration. As shown in Figure 4.4, upon the application of external forces, the defor-
mation of the elastomer alters the elastomer material density, thereby changing the
resistance of the elastomer. Consequently, after a given period of time, the elastomer
will become permanently deformed and fatigued, leading to permanent deformation
of the sensor. This impacts the sensor’s long-term stability and means it requires
replacement after an extended period of use.

Fig. 4.4: Resistive based tactile sensor
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4.3.5 Force Sensors

Another possibility is the use of a Force Sensing Resistor (FSR). It is a piezoresistivity-
conductive polymer that changes resistance in a predictable manner following the
application of force to its surface. It is normally suppliedas a polymer sheet with
the sensing film applied to it by screen-printing. The sensing film consists of both
electrically conducting and non-conducting particles suspended in a matrix. The
particle sizes are of the order of fractions of microns and are formulated to reduce
the temperature dependence, to improve mechanical properties, and to increase sur-
face durability. Applying a force to the surface of the sensing film causes particles
to touch the conducting electrodes, which changes the resistance of the film.

4.3.6 Strain Gauge sensors

A strain gauge detects the change in length of the material attached to it when ex-
ternal forces are applied. In HAVE applications, the straingauge can be used as a
load cell where the stress is measured directly at the point of contact, or positioned
within the structure of the end-effectors to measure the applied force.

4.3.7 Magnetic sensors

Usually magnetic sensors are used to sense in one direction.They are based on the
movement of a small magnet by a given applied force, which causes the flux density
at the point of measurement to change. The flux measurement can be made by either
a Hall effect or a magnetoresistive device [264]. The Hall effect is the production of
a voltage difference (also known as the Hall voltage) acrossan electrical conductor
according to an electric current in the conductor and a magnetic field perpendicular
to the current. A magnetoresistive material is a material whose magnetic character-
istics are modified when the material is subjected to changesin externally applied
physical forces. The magnetoresistive (or magnetoelastic) sensor has a number of
advantages, such as high sensitivity and dynamic range, a lack of measurable me-
chanical hysteresis, a linear response, and physical robustness. Examples of array
sensor implementations and their densities are shown in Table 4.1.

4.4 HAVE Actuators

An actuator is a mechanical device used for moving or controlling a mechanism or
system. In haptic device design, an actuator is a force and/or position source that
exerts forces on the human body/skin to simulate a desired sensation. Abstractly,
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Table 4.1: Examples of Array Sensor Implementations and their Densities

Category Sensing Strategy Implementation ExampleDensity mm-2 Size
[43] 0.18 8 x 8

Capacitive devices [348] 0.27 8 x 8
Electrical [116] 0.07 8 x 8

Piezoresistors [356] 1.58 16 x 16
Polysilicon Piezoresistors [362] 4.00 32 x 32
Conductive Plastic [298] 1.00 6 x 3

[160] 2.56 16 x 16
Mechanical Conductive Silicone Rubber [306] 0.69 16 x 16

[345] 1.00 64 x 64
Conductor Rubber Strain Gauge [321] 0.007 5 x 5
Electrorheological [261] 0.25 N/A

Magnetic Magnetic Dipole [143] 0.25 7 x 7
ElectromagneticOptical Waveguide [238] 0.08 10 x 10

Ultrasonic [179] 0.31 16 x 16

actuators are used to change the impedance state of the device between virtual free
space and virtual constraints. The most important factors in actuator design are:
the speed of operation (response time), safety, mechanicaltransparency, workspace,
number of degrees of freedom, maximum applicable forces andstiffness range,
compactness, and control bandwidth. In HAVE applications we distinguish between
many different types of actuators, including electrical, pneumatic, hydraulic, piezo-
electric, and memory-alloy among others. In this section wewill discuss the three
most important actuators for HAVE applications.

Electrical actuators: include motor-based actuators withmany different types of
motors, such as direct current (DC), brushed, permanent magnet (PM), stepper mo-
tors, and rotary, linear, and latching solenoid actuators.They do not require sig-
nificant amounts of space to operate and are easy to install, as there is no complex
wiring, and no pump rooms are needed. They produce only negligible levels of elec-
tromagnetic noise oscillation that can interfere with other communication devices
located in the peripherals, and are usually easy to control due to their solid state
electronics. The disadvantages of electrical actuators are the small torques they gen-
erate (compared to their size and weight), their low bandwidth, and rigidity (they do
not bend and thus cannot be embedded in wearable devices).

Pneumatic actuators: utilize compressed air pressure to transfer energy from the
power source to the haptic interface; they are technically simple and lightweight.
They provide higher power-to-weight ratios than electrical actuators. Since they use
air, the device may be used in clean environments. Their disadvantages include low
bandwidth and stiffness due to the compression of air. Also,the use of dry air in
pneumatic actuators means lubrication is an issue because static friction is not han-
dled well.

Hydraulic actuators: based on a fluid, which is in most cases oil. Due to the nature
of fluids as self lubricating materials, hydraulic actuators are considered to be high
bandwidth devices that do not suffer from the friction problem found in pneumatic
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devices. They are powerful enough to support heavy payloadsand haptic force in-
teractions. The disadvantages are their bulkiness and weight. Another disadvantage
is their need for more maintenance since the oil must be filtered and cleaned on a
regular basis.

Many different design approaches have been investigated inorder to optimize
the performance parameters of haptic interface actuators.Examples of existing ap-
proaches include magnetic levitation devices, non-holonomic displays, cable-driver
linkage and tensed string systems, parallel mechanisms, and ungrounded and ex-
oskeleton type interfaces. The most widely used are motor-based serial devices. In
the following section, we provide a brief summary of these approaches and their
relative benefits and limitations.

4.4.1 Magnetic Levitation Devices

Magnetic levitation devices use the Lorentz force principle to suspend an object with
the support of magnetic fields. An electric current in a magnetic field generates the
method of actuation. The levitated part of these devices is referred to as the flotor,
while the stationary base containing the permanent magnetic assemblies is the sta-
tor. The use of magnetic levitation for haptic interaction has been demonstrated in
the IBM Magic wrist [172], the UBC wrist [396], and many others [36, 326]. The
approach is simple, compact, and offers the potential to achieve relatively high band-
widths. On the other hand, the major shortcoming is that it has limited workspace.

Butterfly Haptics adopted the principles of magnetic levitation and developed
the Butterfly Haptics Maglev 200 device [173]. The device is consists of a handle
that is rigidly connected to a hemispherical flotor. The flotor is freely levitated in
magnetic fields generated by the stator. The device is a 6 DOF force feedback device
(position and orientation feedback) with a peak force feedback of 40N. The device
workspace is a 24 mm diameter sphere (for translational workspace) with a +/-8
degree rotational range. A snapshot of the device is shown inFigure 4.5.

Fig. 4.5: The Butterfly Haptics Maglev 200 device
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4.4.2 Non-holonomic Devices

The application of traditional robot manipulator control techniques for haptic dis-
plays has unearthed some challenging issues [80]. First, developing a perceptually
smooth force-controlled motion is not a trivial task and requires relatively high servo
rates. Second, stability and safety are important issues when a device must physi-
cally interact with a user. As an alternative, passive or non-holonomic displays offer
the potential to alleviate such problems of performance, stability, and safety. Non-
holonomic displays enable virtual constraints to be implemented in a manner that
is completely passive and intrinsically secure and safe [82]. The idea is to begin
with a device having zero or one degree of freedom and to use feedback control to
increase the apparent degrees of freedom as necessary. Thisis made possible thanks
to non-holonomic joints, which have fewer degrees of freedom than generalized co-
ordinates. Examples of designs that utilize non-holonomicdisplays can be found
in [82, 286].

4.4.3 Magnetic sensors

Tensioned cable systems were initially developed at Jet Propulsion Laboratory
(JPL), the Tokyo Institute of Technology [331], and the University of Texas in
Austin [230]. In cable-driven systems, the user grasps a handle that is controlled and
supported from all directions by several actuated cables orsprings. The combined
tension exerted in the cables produces a net force and/or torque on the user’s hand.
The workspace can be made very large while the actuated inertia remains relatively
small. Cable and linkage based devices have the advantage ofbeing lighter and ex-
hibiting less susceptibility to friction and backlash. Furthermore, the kinematics and
control of the device are well understood. On the other hand,due to the limitation in
the mechanical properties of the linkage, such actuators have a very limited band-
width. A commercially available example of a cable driven haptic interface is the
PHANToM device [246], which is probably the most widely employed haptic de-
vice currently in the field. Other examples of linkage-baseddevices are described in
[188] and [78].

4.4.4 Parallel Mechanisms

In applications where workspace size is not a major concern,parallel mechanisms
[178] provide an attractive alternative to traditional serial link mechanisms. A paral-
lel mechanism is an appropriate candidate for haptic devices since it is well known
for its high stiffness and low inertia, which allows large bandwidth force transmis-
sion. In a parallel mechanism, actuators are kept at the baseof the device. Therefore,
they are mostly grounded, which leads to lower device inertia and greater strength
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and rigidity. The main drawbacks of such devices are the workspace requirements,
the high complexity of dynamic models, and the forward kinematics, especially
when a high degree of freedom is required. Examples of hapticdevices that use
parallel mechanisms are described in [374] and [379].

4.5 Performance Specifications

The existence of numerous operating principles for haptic devices implies that
HAVE application designers and developers must find the bestdevice to use for
their specific application and context. Therefore, developers should investigate the
various specifications of these devices. The purpose of thissection is to explain
some semantics, capture the meanings of different performance specifications, and
present the psychophysical evidence that helps developersdecide what is necessary
in a haptic interface. In general, there are no typical values for these attributes, as it
always depends on the specific application.

The performance specifications are divided into three categories: physical, spa-
tial, and temporal. As one would expect, physical specifications are those associ-
ated with the mechanical attributes of the device, such as the exertable forces, in-
ertia, stiffness, friction, backdrivability, etc. Spatial specifications are those that de-
fine the geometric features and behavior of the haptic interface. Major attributes
in spatial specifications include the degrees of freedom, position resolution, preci-
sion, workspace, location, etc. Finally, the temporal specifications refer to the mea-
surement of the haptic device’s performance in real time. Examples of temporal
attributes are the device latency, the haptic refresh rate,and the maximum accelera-
tion.

4.5.1 Physical Attributes

1. Inertia: This attribute depends on the mass of the haptic device. The goal is to
improve the transparency of the device by decreasing the inertia felt by the user
in unconstrained free movement. In other words, the haptic device must enable
communication between the real world and the virtual world without introducing
extra forces resulting from the weight of the device. Usually, a control algorithm
is in place to try to compensate for the device inertia by generating extra forces.
Another way is to install counter masses in the device to offset the mass of link-
ages. Translational inertia is measured in grams and rotational inertia is expressed
as mass times a unit area.

2. Backdrivability: This refers to the ability to move the end-effector of the device
within the workspace without opposition/resistance. Ideally, the device should
generate no forces on the user’s hand during free movement since there is no in-
teraction with objects in the virtual environment. The device’s backdrivability is
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usually the result of friction in the gears, the motors and their cable transmissions,
and inertia represented as backdrive friction and expressed in newtons. Since
these frictions can be different for varying degrees of freedom, the backdrivabil-
ity might have different values for each degree of freedom (DOF), especially in
translation and rotation motions.

3. Friction/Damping: Kinetic friction comes in two forms: Coulomb friction, and
viscous or damping friction. Both forms are considered as forces of resistance
that oppose motion. Coulomb friction is independent of velocity and is measured
in newtons, whereas viscous friction is proportional to thevelocity and is ex-
pressed as a coefficient in N.s/m or kg/s, so that when multiplied by the velocity,
it yields a force in newtons. Improving the design of the hardware or compen-
sating for unwanted forces by proposing control algorithmscan reduce friction
effects.

4. Exertable Force Attributes: This is essentially a bundleof attributes that charac-
terize the ability and flexibility of the device to generate force feedback. These
attributes include, but are not limited to, maximum exertable force, continuous
force, minimum displayed force, and dynamic force range. The maximum ex-
ertable force illustrates the maximum force that the actuators of a haptic device
can generate over a very small time interval (several milliseconds). The contin-
uous force attribute describes the force that the hand controller can exert for an
extended period. The minimum displayed force represents the force sensitivity
of the haptic interface and depends on the device’s ability to display very slight
forces through low friction and precise motor control. Finally, the dynamic force
range can be defined as the ratio of the maximum displayable force to the min-
imum displayable force. The larger the range, the better thedevice because it
will have a greater ability to generate a wide variety of forces and torques in the
virtual environment.

5. Stiffness: Stiffness is the ability of a device to mimic a solid virtual wall or object.
This attribute is of particular importance to the perception of rigidity. In other
words, stiffness is the required parameter to convey to users that an object is
rigid. It is interesting to know that the required stiffnessto perceive rigidity is
higher when vision is obscured. According to a report by [363], stiffness needs
to be 25 N/mm to feel stiff to a user when vision is obscured, whereas lower
values are sufficient when the optical system is not obstructed.

6. Size/Weight: The size and weight of a haptic device has a direct impact on
the comfort level of the user. Furthermore, the trend of integrating haptics into
mobile devices, or the development of mobile haptic devices, is limited by the
weight and size of the device. In some cases, a larger size is unavoidable since
large areas of the human body must experience stimuli to provide the intended
perception.
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4.5.2 Spatial Attributes

1. Workspace: The area or volume in real world space that the end-effector of a
haptic device can reach is referred to as the workspace. The haptic workspace
is classified as either translational or rotational. Translational workspace is the
volume/area traversed in Cartesian coordinates, with a reference point located at
the center of the workspace. This reference point is mapped to the center point
of the reference system in the virtual environment. On the other hand, rotational
workspace is measured as the angle range in pitch, yaw, and roll. The workspace
should be chosen according to the intended range of motion.

2. Position Resolution: Defined as the smallest amount of movement over which the
position sensors can detect a change in the position of the end-effector point of
the device. Essentially, the position resolution depends upon the human position
resolution. A commonly accepted measure of human sensory resolution is the
Just Noticeable Difference (JND). Usually, the positionalresolution requirement
depends heavily on the application. For instance, gaming and entertainment ap-
plications can tolerate lower position resolution in exchange for larger forces and
higher force ranges. However, in applications such as surgery, a higher accuracy
of the stylus movement is needed.

3. Degree of Freedom: The term Degree of Freedom (DOF) is usedto describe the
haptic interface motion, sensing, and actuation capabilities. They do not always
correspond to the number of joints. For instance, the sensing DOF refers to the
number of independent position variables needed in order tolocate all parts of
a mechanism. As per the actuation of the DOF, it has been used to refer to the
number of independent directions along which the device is able to display forces
and/or torques. Available devices range from those capableof producing only
non-directional forces such as vibrations to six DOF devices that can activate
forces along and around all three spatial axes.

4. Precision and Repeatability: Precision refers to how accurately the position sen-
sor can refer to its position. This attribute is different from the position resolution
since it does not involve any motion. Repeatability represents how accurately the
haptic device can sense the identical physical position as being the same virtual
position. This parameter is important in scenarios such as haptic playback.

5. Grounding Location: The grounding location is the base reference that the device
is attached to. It can be ground-based, body-based, or un-based. For instance,
ground-based haptic interfaces have a relatively stationary aspect and incorpo-
rate a heavy base to lend stability against the application of grounding forces.
Examples of ground based haptic displays are the PHANToM andHapticMaster.
Body-based devices, such as the Cybergrasp force feedback glove, are typically
designed to be held or worn. Un-based interfaces, such as theAirGlove, neither
use the ground nor the user’s body for force reaction, but instead use other means,
such as angular momentum, for force reflection.
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4.5.3 Temporal Attributes

1. Device Latency: The device latency, or delay, is the time measured from the
instant of sending a command to the device to the instant of receiving a response
from the device. This might include geometrical computation delays that may
originate in software processing time.

2. Bandwidth: The bandwidth of a haptic device is defined as the range of fre-
quencies over which the hand-controller provides force feedback. Theoretically,
the desired bandwidth depends on the human perception system, but practically,
it depends on the operation performed. Generally, precise and small movements
require a higher frequency feedback than larger, more powerful movements. This
is why tactile forces require a higher frequency bandwidth (100-10,000 Hz),
whereas kinesthetic sensing requires a smaller bandwidth (20-50 Hz). The re-
sponse band required by the hand and fingers is much lower (around 5 Hz).

3. Haptic Refresh Rate: This rate is the speed at which the feedback loop can be
completed, and it is usually expressed in hertz. This includes continuous execu-
tion of the haptic rendering algorithms from sampling of theposition sensors to
the application of corresponding reaction forces on the operator through the hap-
tic device. Although there are no firm rules for the haptic refresh rate, as noted in
Chapter 3, 1 KHz is a common value. Notice that increasing this rate increases
the realism of human-computer interactions, but only at theexpense of increased
computational power or reduced scene complexity.

4. Maximum Acceleration: This attribute reflects the ability of a haptic device to
simulate stiffness of virtual objects like walls. It can be measured using an ac-
celerometer attached to the hand controller.

5. Haptics Update Rate/System Latency: The system latency is the total time delay
of the haptic virtual reality system. This includes sensingthe position of the
haptic device, computing the force feedback in the simulation, sending the force
to the device, and reading the next position. The haptics update rate depends on
the quality of haptic rendering, the speed of the computer, and the type of haptic
device. The inverse of this delay, or the haptic update rate,is quoted more often.

4.6 State-of-the-Art Haptic Interfaces

Classifying haptic interfaces varies by perspective. One important (and probably the
most common) distinction among haptic interfaces is whether they generate a tactile
or kinesthetic stimulation. Generally, kinesthetic haptic interfaces can be classified
by their grounding locations (reference-based), or by the degrees of freedom with
which they can move. In this section, we adopt a hybrid classification that com-
bines the force type (tactile/kinesthetic) and the actuation degrees of freedom. First,
we classify haptic interfaces as either tactile or kinesthetic and then classify tac-
tile and kinesthetic interfaces based on their DOF characteristic [106]. We present a
cross-section of existing haptic device designs, selectedto illustrate the diversity of
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designs among both the industrial and the academic communities. Please note that
a complete survey would be much larger. We briefly describe specific technical re-
quirements and specifications and comment on prominent features of these designs.

4.6.1 Tactile Interfaces: Commercial Development

Tactile stimulation refers to the sense of natural physicalcontact with the ambient
environment. Tactile interfaces are devices capable of reproducing:

• tactile sensations, such as pressure, texture, puncture, thermal properties, soft-
ness, and wetness

• friction-induced phenomena, such as slippage, adhesion, and micro failures -
• local features of objects, such as shape, edges, embossing and recessed features

Currently, there are various commercial products and research prototypes that
provide a diverse range of tactile sensations, some of whichare presented in Ta-
ble 4.2.

Table 4.2: Commercial and Development Tactile-haptic Interfaces

Product Description Sensation Vendor
CyberTouch Vibro-tactile Stimulators: Six

(one on each finger, one on
the palm)

Pulses or sustained vibrationImmersion Corporation

Touch Master 4 Vibrotactile Stimulators
(each finger)

Vibration EXOS, Inc. ( Microsoft)

Tactile Mouse Vibro tactile Vibrations Logitech
Commercial Tactool System 2 Fingers Impulsive vibration Xtensory, Inc.
Interfaces Displaced Tempera-

ture System
Via Thimble Temperature Change CM Research, Inc.

HAPTAC Tactile feedback Electric pulses Shape Mem-
ory Alloy (SMA)

Armstrong Laboratory

Prototype Tactile
Shape Display

Two-fingered hand with 2
DOFs in each finger

Electric pulses (SMA) Harvard University USA

Research and Temperature DisplayFingertip bed Temperature feedback Hokkaido University
Japan

Development Electrorheological
fluids for tactile
displays

Colloidal dispersion of mal-
leable oil and dielectric solid
particulate

Oil malleability Hull University, UK

Tactile display with
flexible endoscopic
forceps

Distal shaft of the forceps Contact pressure sensationsResearch Center at Karl-
sruhe, Germany

Tactile Display Thumb, index finger, middle
finger, and palm simultane-
ously

Tactile stimulus Sandia National Labora-
tories

Several kinds of receptors have been found to mediate tactile sensations in the
skin or in the subcutaneous tissues. Many proposed mechanisms use mechanical
needles that are activated by electromagnetic technologies (such as solenoids and
voice coils), piezoelectric crystals, shape memory alloys(SMA), pneumatic sys-
tems, and heat pump systems. Other technologies are based onelectrorheological
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fluids, which change viscosity and rigidity upon the application of an electric field.
Medical-specific technologies, such as electro-tactile and neuromuscular stimula-
tors, are still under development.

A survey of tactile interface devices developed so far can befound in [172],
but it is beyond the scope of this book. Currently, few tactile interface devices are
commercially available, but they include the Touchmaster by EXOS Inc., the Tac-
tool system by Xtensory, and the Teletact Glove by Intelligent Systems Solutions.
Examples of tactile displays research prototypes are: HAPTAC from the Armstrong
laboratory, linear and planar graspers developed by the Touch lab at MIT, a temper-
ature display at Hokkaido University, a prototype tactile shape display at Harvard
University, a programmable tactile array by the TiNi Alloy Company, and a tactile
feedback glove at the University of Salford.

4.6.1.1 The Tactile Mouse

Tactile feedback adds another cue in response to a user’s action; it is one that can
be felt even if the user is looking away from the computer screen. A tactile mouse
helps a user to haptically distinguish graphic elements such as menu options, icons,
or virtual objects by making them feel different when overlapped by the mouse cur-
sor. Powered by these advantages, a number of tactile mice have been introduced
to the market. For instance, the iFeel Mouse [3], illustrated in Figure 4.6 (a), has
an outside appearance, weight (132 grams), and price (<$40) similar to those of
a standard computer mouse. The only difference is that an electric actuator is at-
tached to the mouse’s body and can vibrate the mouse’s outer shell. As shown in
Figure 4.6 (b), the actuator shaft translates up and down in response to a magnetic
field produced by its stationary element. The actuator is oriented perpendicularly to
the mouse base so that the vibrations occur in the vertical direction.

Fig. 4.6: The iFeel tactile feedback mouse: (a) Outside appearance, (b) Tactile feed-
back system



4.6 State-of-the-Art Haptic Interfaces 101

Furthermore, the iFeel mouse uses optical position measurements rather than the
traditional mechanical ball. The reason is that vibrationsproduced by the actuator
might interfere with the ball-roller assembly used to measure the XY-coordinates.
The operation of a haptic mouse is simple: when the software detects contact be-
tween the screen arrow controlled by the mouse and the haptically enabled graphic
items, it sends a haptic command indicating the onset and type of tactile feedback to
the mouse processor. The processor converts these commandsinto vibrations with
the desired amplitude and/or frequency and drives the actuator via its interface.

4.6.1.2 CyberTouch Glove

Released in 1995 by Virtual Technologies Inc, the CyberTouch is a haptic interface
that provides vibrotactile feedback to the user. As shown inFigure 4.7 (a), six tactile
actuators (one on the back of each finger and one in the palm) are used to provide
impulses and vibrations. These actuators can be used individually or in combination
to produce synchronized tactile patterns. Each actuator consists of a plastic capsule
housing a DC electrical motor. The motor shaft has an off-centered mass, which
produces vibrations when rotated. Hence, by changing the speed of rotation, the
vibration frequency can range from 0 to 125 Hz. Each actuatorapplies a small force
of 1.2 N.

The functional building block diagram of the CyberTouch glove is shown in Fig-
ure 4.7 (b). When the fingers and/or the palm of the avatar of thehuman hand inter-
act with objects populating the virtual environment, the computer sends commands
through the serial RS232 interface to activate the vibrotactile actuators. These sig-
nals are received by the driver unit, which sends the corresponding currents using
the D/A converter and operational amplifiers to drive the motors. Due to its ability
to provide feedback to individual fingers, the CyberTouch glove is most suitable for
dexterous manipulation tasks where contact is at the fingertips.

4.6.1.3 The Displaced Temperature Sensing System

The Displaced Temperature Sensing System (DTSS) is a commercial haptic inter-
face that provides temperature feedback for virtual environment simulations. The
interface allows users to sense thermal characteristics like surface temperature, ther-
mal conductivity, and diffusivity, which can help in identifying an object’s material
properties. For instance, materials that have high conductivity (such as aluminum)
will feel cold when touched, while those with low conductivity (such as wood) will
feel warmer. This is due to the heat flow between the finger and the touched object.

To increase the user’s freedom of motion, and to support fasttemperature
changes, the actuators in DTSSs are thermoelectric heat pumps that function ac-
cording to the Peltier principle. This principle stipulates that applying a DC current
to a connected dissimilar material creates a temperature differential. Peltier pumps
consist of solid-state N and P-doped semiconductors sandwiched between ceramic
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Fig. 4.7: The CyberTouch glove

electrical insulators that act as thermal conductors and mechanical support. This is
illustrated in Figure 4.8. One of the plates is called the heat source while the other
acts as a heat sink. When a DC current is applied to the heat pump, the P and N
charges move to the heat source plate, which results in a risein temperature in the
heat sink plate.

One of the common DTSS models is the X/10, developed by CM Research. This
DTSS model consists of a controller, eight thermodes, and connecting cabling. The
controller can be programmed appropriately for input or output channels. It can be
operated directly from the controller unit or through a computer via an RS232 serial
interface. The temperature differential between the target and actual fingertip tem-
perature is fed to the Proportional-Integrative-Derivative (PID) controller, as shown
in Figure 4.9. The output of the PID controller is sent to current amplifiers that drive
the thermoelectric heat pump, and the control loop is closed.
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Fig. 4.8: Thermoelectric heat pump element

Fig. 4.9: Thermal control diagram
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4.6.1.4 Other Tactile Commercial Interfaces

The TouchMaster, introduced by EXOS Inc., is a tactile interface that allows the
simulation of each of the four fingers and the thumb using electromagnetic voice
coil actuators. These actuators are mounted on a cable assembly and attached to
the fingertips using Velcro bands (commercial brand name fornylon fabric used as
a fastening) and are driven by a signal condition box that interfaces the device to
the PC or any other standard digital I/O bus. The standard configuration provides
a vibration frequency of about 210-240 Hz at a constant amplitude. However, the
device is extendable in that optional variable frequency and amplitude electronics
are now available.

The Tactool system, developed by Xtensory Inc., is made of atleast one tactor
connected by a cable to a power supply. The spacing between the pins is 3 mm.
Each actuator delivers a 0.3N force and operates in vibration/oscillation mode. The
primary interface is serial EIA 232, but parallel, analog, and MIDI interfaces are
also available.

4.6.2 Tactile Interface Research Prototypes

In addition to commercially available tactile interfaces,there exist active groups
performing research and development of tactile interface prototypes. We will now
discuss some of these research prototypes.

At Sandia National Laboratories, the research group of Andaleon is working on
tactile devices for VE applications that interact with fingertips. The tactile interface
consists of a 2x3 pin-matrix of electromagnetic actuators mounted on a pad frame
and fixed on the finger of the user. Each actuator operates in the range of 8-100
Hz, is capable of 762µ m indentation, and has a maximum pressure of 1.2 N/cm2.
Furthermore, each actuator can be controlled individuallyin terms of amplitude,
frequency, and phase. The supporting software allows tactile displays to be used on
the thumb, index finger, and palm simultaneously.

At the University of Ottawa, Petriu and his colleagues introduced a tactile sensor
with a high sampling resolution (1.58 mm pitch) on a slave robot for active per-
ception of stationary polygonal objects [402]. The experimental tactile interface
consists of a 16x16 matrix of force-sensing resistor elements and an elastic overlay
with protruding tabs that provides the spatial sampling, asshown in Figure 4.10.
Furthermore, a model-based method for blind tactile recognition of 3D objects is
proposed in [287]. The geometric symbols representing terms of a pseudorandom
array (PRA) are embossed on the object’s surface. The methodwas tested on two
3D polygonal objects: a cube and a parallelepiped. In [285],they reported on the
development of an intelligent multimodal sensor system to enhance the haptic con-
trol of robotic manipulations of small 3D objects. The sensor system is mounted on
the end-effector of a manipulator arm with a relatively highresolution of 1/16 in
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(detects position change within 1/16 inches) and refines laser range 3D maps of fine
interaction scenarios.

Fig. 4.10: Tactile sensor interface

Researchers, led by professor Hassen at Armstrong Laboratory, have studied the
perception characteristics on a tactile surface of a 5x6 array of actuators separated
by 3 mm in each direction [149]. The actuators are based on Shape Memory Alloy
(SMA) wires that push/pull the tactile elements. The tactile array has been adapted
for use in a device called the HAPtic-TACtile (HAPTAC). The HAPTAC device has
been used in the TacGraph system to present data plots to blind persons.

At Harvard University, researchers working with Robert Howe have developed
tactile interface prototypes that deliver shape and vibration feedback. They have
conducted a series of experimental studies using these displays. The tactile interface
uses pins driven by SMA wire actuators. The pin diameter is about 1.7 mm, the
distance between two pins is 2.1 mm, the force delivered by each pin is 1.2 N, and
the bandwidth of the display is 6-7 Hz [212]. Current research includes looking at
ways to increase the bandwidth of the display to around 25 Hz.In addition, the team
is investigating how to identify the dynamic range requirements needed for different
tasks and to develop a detailed specification for system performance.

At MIT, researchers in the Touch Laboratory are looking at human haptics and
its relationship to machine haptics. As part of a project that focuses on tactile in-
terface development for VEs, the Touch Lab has developed twomajor devices for
performing psychophysical experiments: the Linear and Planar Graspers. The Lin-
ear Grasper is capable of simulating mechanical propertiesof objects, such as com-
pliance, viscosity, and mass, during haptic interactions,whereas virtual wall and
corner software algorithms were developed for the Planar Grasper [236].

Researchers at Karlsruhe Research Center in Germany are developing a tactile
feedback system for use with flexible endoscopic forceps [136]. This haptic inter-
face is composed of 72 needle actuators placed in a 3x24 matrix. The individual
needles are electromagnetically triggered by opto-decoupled printout boards and
vibrate at a maximum frequency of 600 Hz to simulate contact pressure sensations.
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Professor Ino and his team at the University of Hokkaido in Japan carried out
research on tactile interfaces for presenting shearing andpressure forces and tem-
perature feedback based on pneumatic actuators [187]. The pressure on each actu-
ator (cylinder) is computer-controlled by means of an electro-pneumatic regulator.
This controls both the pressure and shearing sensations generated by means of a
lateral-moving stage (displacement). The amplitude of thedisplacement is 3 mm in
both the X and Y axes. Moreover, another interface has been developed to provide
thermal feedback [187]. A thermocouple measures the temperature of the display
surface and enables the display to act as either a cooler or a heater using a Peltier
module.

Researchers at Hull University have investigated the use ofelectrorheological flu-
ids for tactile displays. The fluids are primarily a colloidal dispersion consisting of
insulative base oil with a slightly conductive dielectric solid particulate. Upon apply-
ing an electric field, these fluids have the ability to change from a liquid to a pseudo-
solid state almost instantly, and their malleability is dependent on the strength of the
applied field. Researchers have proposed and tested a tactile interface, with a 5x5
actuator matrix, for HAVE applications [367].

In collaboration with the Center of the Human Systems, TiNi Alloy has devel-
oped a tactile display consisting of a 5x6 array of tactor pins with a force of 6 grams
per SMA wire actuator. The response time for this display is around 100 millisec-
onds.

Researchers at the University of Salford have developed a glove with tactile,
contact pressure, and temperature feedback. The glove, named Teletact, is composed
of a ceramic disk of PZT (lead zirconate titanate) with a 10 mmdiameter and a 1
mm thickness.

There have also been wearable tactile devices embedded intoa jacket. At the Uni-
versity of Ottawa, Professor El Saddik’s team developed a haptic jacket, in which
34 pager motors (used in cell phones) are embedded (3x6 for chest and 4x4 for left
upper arm) [68]. All the motors are wired to a battery-powered microcontroller, and
the device is controlled through Bluetooth communication.In remote interpersonal
communication, the haptic jacket provides a contact sense to a local user when a
second remote user touches the local user’s captured 3D image using a force feed-
back device. A similar jacket was developed at Philips Research Europe, where 64
uniformly distributed vibrating actuators were applied onthe torso [223]. It is syn-
chronized to a movie to present emotions such as love, enjoyment, fear, sadness,
anger, anxiety, and happiness by giving distinctive tactile patterns.

4.6.3 Kinesthetic Interfaces

Kinesthetic interfaces are devices capable of feeling and manipulating objects.
Kinesthesia provides humans with an awareness of the position and movement of
limbs along with the associated forces that are conveyed by the sensory receptors
and neural signals derived from motor commands. Kinesthetic information, such as
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the moving of joints, movement velocity, the contractile state of muscles control-
ling the joint, along with information from motor and cognitive systems, produce
the perceived limb position and movement. A summary of some commercial and
research kinesthetic devices is provided in Table 4.3.

Essentially, kinesthetic interfaces, or force feedback interfaces, have three main
functions: (1) measuring the movements and forces exerted by a part of the human
body, i.e., hand or fingers; (2) calculating the effects of these forces on objects in
the virtual environment and the force response that must acton the user; and (3)
applying the appropriate forces to the user. Technologies that are currently in use
include electromagnetic motors, hydraulics, pneumatics,cables, and shape memory
alloys. Other technologies, such as piezoelectric motors and magnetoresistive ma-
terials, have been investigated, but they are still the subject of further research and
development.

A number of existing kinesthetic interfaces are now being commercially mar-
keted or developed by research groups. The majority of thesedevices can be clas-
sified as exoskeleton devices, tool-based devices, thimble-based devices, or robotic
graphics systems. Exoskeleton devices, such as the Force Exoskeleton ArmMaster,
deliver forces to the shoulder, elbow, wrist, and finger joints. Tool-based devices
deliver forces to the human hand via a knob, joystick, or pen-like object carried by a
user. Some examples are the PHANToM, HapticMaster, and Impulse Engine 3000.
Finally, robotic graphics systems use real objects to provide forces to the user’s
hand. The four force feedback configurations are illustrated in Figure 4.11.

To evaluate the quality of force feedback systems, a set of minimum performance
standards has been proposed in [313]. The authors recommendusing a force output
resolution of 12 bits of the maximum force output, a positionresolution of 0.001
inches, and a passive friction of less than 1% of the maximum force output. The
maximum force output and the range of motion is HAVE application dependent.
Other requirements include a system bandwidth of less than 50 Hz, a minimum
sampling rate of 2 KHz, and a maximum latency of 1 millisecond. Currently, one of
the few devices that meet all of these requirements is the PHANToM device; most
other devices meet only a subset of these requirements. Those hardware limitations,
such as the sensor’s accuracy and the actuator’s performance, constrain the fidelity
with which haptic interactions can be simulated.

4.6.3.1 The Rotary Module

Rotary based haptic devices can only simulate particular tasks in a one dimensional
axis (for example, opening a door with a knob that is constrained to rotate around
a single axis, squeezing scissors to cut a piece of paper, or pressing a medical sy-
ringe’s piston when injecting a patient). A 1-DOF device measures the operator’s
position and applies forces to the operator along one spatial dimension only. 1-DOF
devices are designed for industrial control applications to perform simple operations
as alternatives to traditional devices, such as mechanicalswitches, potentiometers,
etc. One example of a current device with this type of functionality is the family of
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Fig. 4.11: Force feedback configurations

rotary modules developed by Immersion Technologies (such as the PR-3000 device
shown in Figure 4.12).

4.6.3.2 The Pantograph

In the case of 2-DOF interactions, there are common examplesthroughout our daily
lives, like using a mouse to interact with a PC. Other examples include devices that
have been developed for the gaming industry, such as haptic steering wheels, joy-
sticks, and game pads. Another example of a rotary controller is the 2-DOF mecha-
tronics haptic device called “Aladdin”; it includes a haptic knob with a torque and
thermal display, a high quality auditory display, and sensing and actuation of other
door controls. This prototype could be used to sense and actuate a door knob that
provides access to an interior or remote space, such as a private or shared room, a
home, or a professional building [237].

A further example of a 2-DOF force feedback device is the Pantograph. It is a
mechanical linkage that is connected in a particular way based on parallelograms.
With this type of connection, the movement at a specified point is an amplified ver-
sion of the movement of another point. It was designed for copying writing and scale
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Table 4.3: Commercial and Development Kinesthetic-hapticInterfaces

Product Feature Sensation Vendor
Force Feedback
Master

Desktop Hand via joystick EXOS,Inc. ( Microsoft)

Force Exoskeleton
ArmMaster

Exoskeleton Shoulder and Elbow EXOS, Inc. ( Microsoft)

CyberGrasp Force-reflecting exoskeleton:
five actuators, one for each
finger

Resistive force feedback Immersion Corporation

Impulse Engine
3000

Desktop Hand via tool handle Immersion Corporation

Laparoscopic Im-
pulse Engine

Desktop Hand via joystick Immersion Corporation

Interactor Vest Torso via vest Aura Systems, Inc.
Commercial Interactor Cushion Cushion Back via cushion Aura Systems, Inc.
Interfaces HapticMaster Desktop Hand via knob Nissho Electronics Cor-

poration
Hand Exoskeleton
Haptic Display

Exoskeleton Thumb index finger joints,
palm and EXOS,Inc.(
Microsoft)

PER-Force 3DOF Desktop Hand via joystick Cybernet Systems Cor-
poration

PER-Force Hand-
controller

Desktop Hand via joystick Cybernet Systems Cor-
poration

PHANToM Desktop Fingertip via Thimble SensAble Devices, Inc.
SAFiRE Exoskeleton Wrist, thumb and index fin-

ger
EXOS, Inc.( Microsoft)

Robotic Graphics
Proof-of-Concept
System

Robotic graphics Hand via tracker Boeing Computer Ser-
vices

Force and Tactile
Feedback System
(FTFS)

Robotic graphics Throttle and joystick Computer Graphics Sys-
tems Development Cor-
poration

Elbow Force Feed-
back Display

Exoskeleton Elbow joint Hokkaido University

MSR-1 Mechanical
Master/Slave

Tool-based Active limbs MIT

7 DOF Stylus Tool-based Hand via tool handle McGill University
Research and Force Feedback Ma-

nipulator
Desktop Hand via joystick Northwestern University

Development Second Generation
Rutgers Master

Thimble-based Three fingertips and thumb Rutgers University

SPICE Robotic graphics Hand via tool handle Suzuki Motor Corpora-
tion

SPIDAR Thimble-based Thumb and index finger Tokyo Institute of Tech-
nology

Molecular Docking
Virtual Interface

Exoskeleton Shoulder and Elbow University of North Car-
olina

Pen-Based Force
Display

Tool-based Fingertips or pointed objectUniversity of Washing-
ton

diagrams. In the haptic domain, devices with two actuated degrees of freedom in the
horizontal plane were initially designed with the idea of catering to the special needs
of visually impaired persons [300]. The Pantograph can reconstruct interactions in
real-time, creating mechanical objects with stiffness or any other physical attributes.
Ramstein et al. [300] have stated that, “The response is of sufficient quality to give
the users the tactile and kinesthetic sensations of rigidity, continuous outlines, sharp
edges, etc.” Users can explore a force field in a similar fashion to a conventional
mouse.
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Fig. 4.12: Rotary controls from Immersion Corp. can be programmed with a wide
variety of tactile sensations. (a) The PR-3000 Rotary Control with a Motor Actu-
ator provides more sophisticated dynamic effects, such as springs and notches, (b)
The “Aladdin” is a half-door with a fully functional knob, latch control, door angle
sensing, and an auditory display

4.6.3.3 Force Feedback Joysticks

Today, force feedback joysticks are simple, cheap, and widely used kinesthetic in-
terfaces. Generally, they are characterized by a small number of degrees of freedom
and produce moderate forces with high mechanical bandwidth. As an example, the
Wingman Force 3D joystick, developed by Logitech Co. has three degrees of free-
dom, as well as analog buttons and switches used in gaming. The force feedback
system is placed in the joystick base and consists of two DC motors as actuators.
They are connected to the central handle rod through a parallel kinematics mecha-
nism [315]; Each actuator has a capstan drive and a pulley, which moves a gimbal
mechanism composed of two rotating linkages. The two actuator-gimbal assemblies
are perpendicular to each other to enable tilting of the central rod in four directions
(right, left, front, and back). Two digital encoders, coaxial with the motor shafts,
measure the tilting. The maximum applicable force is 3.3 N. Logitech also produces
the Force 3D Pro joystick, which has an improved force feedback mechanism to en-
able more realistic interactions in gaming; however, very little details are available
at this time.

4.6.3.4 The PHANToM Family

The PHANToM family was initially developed at MIT and is now marketed by
SensAble Devices Inc. The Phantom is a desktop haptic interface. It has a stylus
grip or a fingertip thimble with which users can reach into virtual worlds, touch-
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ing and interacting with 3D objects. It measures motion along six degrees of free-
dom (translational and rotational dimensions) and can exert controllable forces on
the user along three of those DOFs (translational only). Free motion feels smooth
and comfortable because the device does not constrain motion within its workspace
and because its inertia and friction are low. The relativelylarge dynamic range in
force output, known as the ratio of the largest to the smallest displayable force, plus
a good match with human resolution and bandwidth, provides enough contrast in
force sensations to convincingly display impact, rigidity, texture, complex shapes,
and a range of compliances. These devices are common in research laboratories be-
cause they are affordable and easy to set up and operate. Conventionally, they are
well suited for tele-manipulation applications.

The Phantom Desktop interface device provides six degrees of freedom of posi-
tional sensing and three degrees of freedom of force feedback. The interface’s main
component is a serial feedback arm that ends with a stylus. The orientation of the
stylus is passive, meaning that no torques can be applied to the user’s hand. As
shown in Figure 4.14 (b), the interface uses three DC brushedmotors (actuators)
with optical encoders placed at the actuator’s shaft, and a rotary potentiometer to
measure the handle orientation. Transmission is achieved using cables and pulleys.
The peak force of the Phantom Desktop is 6.4N, while continuous force without
overheating its actuators is only 1.7N. The actuators are controlled by an electronics
assembly that receives commands from a PC host over a parallel port. This electron-
ics assembly consists of a digital-to-analog and analog-to-digital conversion card,
power amplifiers for the feedback motors, conditioning electronics for the position
sensors, and a status LED indicator. A snapshot of the Phantom Desktop is shown
in Figure 4.14 (a).

The PHANToM Omni device is similar to the Phantom device in terms of degrees
of freedom, however, the maximum exertable force is 3.3N andthe device uses
the IEEE-1394 FireWire port for interfacing to the PC. A photograph of the Omni
device is shown in Figure 4.13.

Fig. 4.13: (a) The Phantom Omni, from Sensable Technologies, (b) The force feed-
back system of the Phantom device
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Due to the Phantom Desktop’s limitation of output forces andits inability to gen-
erate feedback torques, the manufacturer introduced the Phantom Premium series.
The Phantom Premium 1.0, shown in Figure 4.14 (b), provides force feedback to
a thimble that is slipped over the user’s fingertip. It generates forces in three trans-
lational degrees of freedom (x, y, and z coordinates) and provides torque feedback
in three rotational degrees of freedom (in the yaw, pitch, and roll directions). The
torques are passed through a pre-tensioned cable transmission to a lightweight alu-
minum linkage that supports the thimble. The Phantom 1.5 is essentially a later
version with a 300% larger workspace to provide a range of motion approximating
lower-arm movement, pivoting at the elbow. Finally, the Phantom 3 has the largest
workspace and supports full-arm movement, pivoting at the shoulder. A photograph
of the Phantom 3 device is shown in Figure 4.14 (c).

(a) (b) (c)

Fig. 4.14: (a) SensAble PHANTOM Desktop, (b) SensAble PHANTOM 1.0, (c)
SensAble PHANTOM Premium 3.0

4.6.3.5 The HapticMASTER Device

The HapticMASTER is a commercial example of a force controlled haptic interface
with three degrees of freedom (translational dimensions),as shown in Figure 4.15.
This system provides the user with a clear sensation and, using a cylindrical robot
arm, has the ability to closely simulate weight and force in an extended range of
human tasks. The cylindrical robot can rotate around its base, move up and down,
and extend its arm radially within a 0.64x0.4x0.36m3 workspace. It recreates force
with only a 0.01 N margin of error and can report the position of its end-effector to
within 0.004 mm. The maximum output force is 250 N and maximumstiffness is
50000 N/m. The control loop measures the user’s forces/torques at a very high rate
of 2500 Hz, yielding a mechanical bandwidth of 10 Hz that the user can feel. This
arrangement allows better simulation of hard, immovable objects, such as virtual
walls. The main disadvantage is a larger apparent inertia due to the arm size. Addi-
tionally, the cost of the HapticMASTER system is relativelyhigh due to the use of
expensive force sensors and position-feedback actuators.
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Fig. 4.15: The HapticMASTER from FCS Control Systems

4.6.3.6 The Immersion Haptic Workstation

An exoskeleton is a robotic mechanism into which human body parts can fit. The
joints of the exoskeleton are aligned with the human joints.Among current ex-
oskeleton products and prototypes are the human-machine interaction presented by
[202], the dexterous master of Burdea and his team [56], and the arm exoskeleton
system of Bergamasco and his colleagues [34]. The Immersionworkstation ex-
oskeleton comprises three components: the CyberGlove, theCyberGrasp, and the
CyberForce. The CyberGlove acts as a position sensor glove that measures hand
gestures, whereas the CyberGrasp and the CyberForce provide kinesthetic feedback.

The CyberGrasp glove controls simulated forces on independent fingers, rather
than at the wrist, for tasks requiring high dexterity. The CyberGrasp system, shown
in Figure 4.16 (a), is a retrofit of the 22-sensor version of the CyberGlove. As shown
in Figure 4.16 (b), the CyberGlove interface unit transmitsthe finger position data to
the CyberGrasp force control unit over a serial RS232 line. The wrist position data
is then sent from a 3D magnetic tracker worn by the user to the force control unit.
Eventually, the resulting 3D hand position is sent to the PC over an Ethernet line.
The simulation software checks for collisions and sends back the reaction contact
forces to the CyberGrasp force control unit, which then applies appropriate analog
currents to the five electrical actuators. The actuator torques are transmitted to the
user’s fingertips through cables on a mechanical exoskeleton worn on top of the
CyberGlove. As illustrated in Figure 4.17, the mechanical exoskeleton has the role
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of guiding the cables using pulleys for each finger and of serving as a mechanical
amplifier to increase the forces felt at the fingertip. The exoskeleton is attached to
the cable guides and to the CyberGlove through finger rings, aback plate, and Vel-
cro strips. The maximum force that can be generated at each finger is 16N within a
spherical workspace of a 1m radius. Major drawbacks of the CyberGrasp are sys-
tem complexity and cost, and the inability to simulate the weight and inertia of the
grasped objects. Additionally, cable backlash and friction-induced hysteresis reduce
the mechanical bandwidth drastically from 1KHz to around 40Hz [375].

(a) (b)

Fig. 4.16: (a) The CyberGrasp force feedback system, (b) TheCyberGlove interface

Fig. 4.17: The CyberGrasp force feedback system

The CyberForce is an addition to the CyberGrasp for simulating the object’s
weight and inertia. As shown in Figure 4.18 (a), it consists of a mechanical arm
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attached to a desk and also to the user’s wrist at the CyberGrasp exoskeleton back
plate (see Figure 4.18 (b)). The wrist and finger position data are sent to the host
by the force control unit over a LAN, and the resulting contact and weight/inertia
forces are sent to the CyberGrasp and CyberForce actuator units.

Fig. 4.18: The CyberForce force feedback system. (a) The outer appearance, (b) The
force feedback system

Using CyberForce together with CyberGrasp, you can literally “hang your hand”
on a virtual steering wheel, sense weight and inertia while picking up a “heavy”
virtual object, or feel the impenetrable resistance of a simulated wall. CyberForce
facilitates the exploration and interaction with simulated graphical objects via the
most natural interface possible - the human hand.

4.6.3.7 Quanser Haptic displays

Quanser Inc. is involved in the manufacturing of highly-transparent and robust hap-
tic systems for education, research, and industrial integration. They are involved in
the heavy equipment, medical, robotic, and didactic industries [5]. Examples of
existing devices are the 3-DOF Planar Pantograph System [313] and the 5-DOF
Haptic Wand System [313]. The Haptic Wand System is a haptic device that uses a
dual-pantograph arrangement, where each pantograph is driven directly by two DC
motors at its shoulders and another DC motor at its waist. Thedevice allows for
three translation and two rotation (roll and pitch) degreesof freedom. It has a peak
exertable force of 9N and a peak exertable torque of 810 N.mm.The force feedback
workspace measures 48x25x45cm3 and the rotational workspace measures 170◦

roll and 130◦ pitch. Figure 4.19 shows a snapshot of the Haptic Wand System.
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Fig. 4.19: The Haptic Wand System

4.6.3.8 The Novint Falcon

The Falcon device, developed and marketed by Novint Technologies, could be a
breakthrough in the haptic device industry. It is a relatively inexpensive 3-DOF de-
vice designed originally for the gaming industry. A photograph of the device is
shown in Figure 4.20. It consists of three arms extending outof the device, with
one motor connected to each arm. The three arms jointly hold the device’s handle,
which the user grasps. The computer updates the position of the handle, and updates
the currents feeding the motors at a rate of 1000 Hz, thus providing a very realistic
haptic interaction. The Falcon workspace is 12x12x12 cm. The position resolution
is less than 0.2 mm using optical sensors. The force torques can reach up to 5N with
constant and low friction and an update rate ranging from 800Hz to 1 KHz [245].

4.6.4 Research and Development Efforts in Kinesthetic haptic
displays

In this section, we discuss the work of individual research groups in the development
of force feedback devices. It is worth mentioning that many of the kinesthetic in-
terface designs originated from tele-operation and tele-manipulation projects. While
we do not claim that the identified efforts are the only ones currently underway, they
do form a representative set.
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Fig. 4.20: The Novint Falcon device

At the Tokyo institute of Technology in Japan, researchers in the Precision and
Intelligence Laboratory are investigating the use of tension-based force feedback
devices. Such devices use cables that are connected to the point of contact in order
to exert forces. Additionally, encoders are used to measurethe length of each cable,
and thus the position of the “grip” can be determined. Motorsare used to create
tension in the cables that propagates into the forces applied at the grip. Examples of
such interfaces are shown in Figure 4.21. The major advantages of such interfaces
are the low cost, theoretically unlimited workspace, and larger amount of force that
can be applied. Furthermore, the inertial efforts, and thusthe accuracy of the applied
forces, are much better than link-based devices due to the smaller mass of cables
used in tension-based systems.

(a) (b) (c)

Fig. 4.21: Examples of tension based force feedback devicesdeveloped at the Preci-
sion and Intelligence Laboratory at the Tokyo Institute of Technology. (a) A 6 DOF
force feedback device with 54x54x54 cm workspace. (b) A 24 DOF device with
100x50x50 cm workspace. (c) A 5 DOF device with a 2x2x2 m workspace

For several years, Burdea has been leading a group of researchers at Rutgers Uni-
versity’s Center for Computer Aids for Industrial Productivity, in the development
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of a portable dextrous hand master. It has evolved from the Portable Dextrous Mas-
ter with Force feedback (PDMFF), to the Rutgers Portable Force Feedback Master
(RM-I), and finally, to the current Second Generation Rutgers master (RM-II). As
an example, the RM-II comprises four custom-designed pneumatic micro-cylinders
placed on an L-shaped platform, which is positioned in the user’s palm and mounted
on a thin leather glove [48]. The piston stroke varies from 28-44 mm, depending
on the device setup (finger size), and can resist up to 20 N of lateral loading. The
actuators are attached to three fingertips and the thumb using Velcro strips to accom-
modate various user hand sizes. The position sensing consists of two Hall-effect
sensors mounted on the platform, one Hall-effect sensor on each cylinder, and an
IR LED-phototransistor pair placed within each cylinder. Finally, a Fastrak position
sensor is mounted on the back of the hand to provide wrist position and orientation.

At McGill University’s Research Center for Intelligent Machines, Hayward and
his group developed a six DOF (optionally 7 DOF) force feedback interface device
called Stylus. It is designed for use in virtual environments and tele-operation ap-
plications. Human haptic related experiments have led the researchers to decide on
a workspace volume of 10x10x10 cm and an angular workspace onthe order of
90◦ pitch and yaw, and a roll of 180◦ [150]. For its physical structure, the desk-
top Stylus device uses grounded actuation coupled by a combination of polymeric
tendon transmissions and linkages to the active end. A separate actuator pack uses
conventional motors, whereas displacements and forces aremeasured using optical
sensors.

There are still more hand master haptic devices that have been developed at many
universities and research labs. In 1997, an anthropomorphic hand exoskeleton, from
Vanderbilt University, was designed to prevent astronaut hand fatigue during ex-
travehicular activities [344]. At Carnegie Mellon University, under the Robotics
Institute Hand Exoskeleton Project, researchers developed an EMG Controlled Or-
thotic Exoskeleton for the hand, with the goal of aiding people who are unable to
pinch objects between their index finger and thumb. The user would indicate their
intent through the activation of another set of muscles (e.g., their biceps), and the
device would supply a grasping force to the two fingers.

At the Laboratoire de Robotique de Paris, a Dextrous Hand Master (DHM) was
developed by [377], which uses tendons to apply forces on each phalanx of the hand.
They are able to measure 14 finger joint angles. Miniature force sensors are placed
on each phalanx in order to measure cable strain and permit the implementation of
force/impedance control techniques. There is also a Dextrous Hand Master devel-
oped at MIT, which consists of a carbon-fiber exoskeleton attached to an elasticized
glove. The exoskeleton extends around all fingers except forthe pinky finger and
has a total of 16 degrees of freedom [311].

EXOS is a well-know group involved in several hand master related projects,
such as the Exos Dextrous Hand Master, the Sensing and Force-Reflection Ex-
oskeleton (SAFiRE), and the Hand Exoskeleton Haptic Display (HEHD). Another
example is the mechanical design of a haptic interface for the hand from the Scuola
Superiore Sant’Anna at the PERCRO Laboratory that is capable of actuating the
index finger and thumb.
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4.7 Final Remarks

The development of haptic devices has been influenced mainlyby the accelerated
growth of information technology. In addition, multimediaand interactive system
requirements now necessitate more sophisticated virtual worlds incorporating the
sense of touch. Thus, many research labs around the world, along with a few com-
panies, have been leading the development of haptic devicesof different sizes, ac-
tuation mechanisms, and varying applications. Medical simulators have been very
influential in the development of outstandingly accurate and precise haptic devices.
Meanwhile, the gaming and entertainment industries have been focused on more
robust and mechanically durable devices.





Chapter 5
Computer Haptics

5.1 Introduction

Computer haptics is defined as the art and science of developing software algorithms
that synthesize computer-generated forces and tactile stimuli to be displayed to the
user for the perception and manipulation of virtual objectsvia touch. In the real
world, a person can move his/her hand in order to touch an object. As soon as the
fingertip touches the object, the object exerts a reaction force back against the finger
to prevent it from penetrating the object. The person feels this force, along with the
object’s texture, through muscle and mechanoreceptors.

A real object can be represented in a virtual world by a computer-generated
model, and the fingertip can be represented as a point called an “avatar”. When
a person moves a force feedback device with their actual finger, the corresponding
point avatar mimics the movement in the virtual world. When the avatar meets the
virtual object, a force similar to the real reaction force iscalculated and fed back to
the force feedback device to push back on the fingertip. As a result, the person feels
as if they are touching a real object as depicted in Figure 5.1. The haptic rendering
algorithm is responsible for calculating the interaction force between the avatar and
the virtual object. Basically, it consists of (a) a collision detection algorithm to know
when the avatar meets an object and (b) a collision response algorithm to calculate
the interaction force based on the collision information.

This chapter will focus primarily on the fundamental concepts of haptic rendering
with some discussion about design and implementation details. Due to the vast and
continuously growing interest in this exciting area of research, it is not possible to
cover and cite all relevant work within the scope of this chapter.

Haptic rendering usually refers to the calculation of the interaction force between
a virtual object and a user’s avatar. It can be broadly categorized based on the di-
mension of the avatar representation as well as the number ofdegrees of freedom
of the force feedback device used. In this chapter, we specifically discuss the haptic
rendering subsystem and algorithms as well as some widely used software systems
used for designing and developing HAVE applications.

121
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(a) Touch occurring in a real world

F: Reaction 
force

3D model of 
the object

A point representing 
the finger tip

F: Calculated 
reaction force

(b) Touch simulation occurring in a virtual world

Fig. 5.1: Basic concept of touch in real and virtual worlds

5.2 Haptic Rendering Subsystem

The haptic rendering subsystem is the part of the HAVE systemresponsible for
computing interaction forces. It does this by reading a user’s pose through the use
of haptic interfaces or other types of sensors and then updating the user’s avatar
in the virtual environment (See Figure 5.1). If there is no collision between the
user’s avatar and an object in the virtual world, meaning theavatar is in free space,
the resultant force is zero, and there is no force feedback. If there is a collision,
an interaction force is calculated based on the penetrationdepth of the avatar and
the material properties of the target object. In order to simulate material properties
such as stiffness, friction, and roughness, each force component is calculated based
on the principles of physics and superposed into a resultantforce that is then fed
back to the force feedback device. This force feedback loop needs to be kept in the
order of 1 kHz for stable force interaction with reasonable fidelity [53]. In addition,
the resultant force affects the status of the virtual objects by pushing and possibly
displacing or deforming them, and this state update is processed by a physics engine.

When the force feedback device is integrated with a tactile device to display
textures, the surface texture information around the collision is obtained from the
virtual object and interpreted as device actuation commands for tactile devices. The
actuation commands will vary since they are based on displayalgorithms specific to
each tactile device. This is shown in Figure 5.2.

In addition to interaction forces with virtual objects, resultant forces can be af-
fected by environmental force effects. For example, if there is a magnetic field in
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Fig. 5.2: Flow of information for tactile and force-feedback interaction

the virtual world, the magnetic force imposed on the avatar needs to be superposed
to the resultant force. Force fields, like magnetic and gravitational forces, can be
modeled around basic physical rules and stored in the representation of the virtual
environment.

Algorithms for collision detection and response vary basedon the representation
methods of the virtual environments. In the following subsections, 3-DOF haptic
rendering algorithms are introduced according to the polygon-based representation
method, which is commonly used in haptics applications. Other haptic rendering
algorithms that are based on different representation methods and multi-DOF haptic
rendering algorithms will be briefly explained later and arealso found in [227].

5.3 Polygon-Based Representation and Scene Graph

The basic building block of a virtual environment is a 3D model. Therefore, the
virtual environment can be seen as a composition of 3D objectmodels that populate
the landscape. The polygon-based representation is one of many representational
methods for 3D objects. The basic object used in the polygonal modeling is the
vertex, which is simply a point in 3D space. Multiple vertices connected together
in one plane form a polygon or a face. A group of polygons that are connected to
each other by shared vertices is generally referred to as an element or a mesh. Due
to its simplicity, the polygon-based representation has been frequently used in 3D
computer graphics as well as in haptic rendering.

A three-dimensional environment is defined as a set of geometric primitives and
their display properties. A scene graph is a hierarchical structure (tree) of nodes
used to define the geometry and the display properties of bothgraphical and haptical
objects [57]. Each node in the hierarchy represents either the geometry or a property
of the geometry, such as color, stiffness, or location. Consequently, the scene graph
stores information about the geometry of the object, its appearance, its behavior
(procedures that can change the geometry and/or the appearance of the object), and
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its force field properties (gravity, magnetic field magnitude). In haptic rendering, the
scene graph also contains the haptic material properties, such as stiffness, damping,
and friction, and bounding volumes that surround the geometries in each node.

The scene graph maintains the state of the 3D environment at any instant in time.
It changes whenever necessary to reflect the current state ofthe virtual world. Such
changes may be a result of user interaction or based on objectbehavior. Any opera-
tion applied to a given node will affect all of its children. The method of graphically
and haptically displaying the scene graph is to traverse thetree in a predefined man-
ner, thus displaying the geometric primitives based on their specified properties.

5.4 Collision Detection Techniques and Bounding Volumes

In 3-DOF haptic rendering algorithms, a user’s avatar is represented as a point in the
3 dimensional space. This avatar is called the Haptic Interface Point (HIP). Gener-
ally, a collision occurs when the HIP hits the surface of a virtual object. However, in
a discrete system such as a virtual environment, the HIP position is sampled between
specific time intervals, so the HIP might penetrate the object’s surface in error. This
is described in Figure 5.3(a), where the black dot represents the HIP, andtn−1 and
tn depict times at the(n− 1)th and (n)th samples respectively. In the early stages
of haptic rendering algorithm development, a technique called Vector Field Meth-
ods was used [246]. To use this technique, the internal volume of a virtual object
was divided into sub-volumes associated with the penetrated surface to test if the
HIP was inside the object. However, this method has proven difficult in calculat-
ing the proper forces exerted, and it only works for simple geometries because the
sub-volumes need to be constructed by hand. In order to avoidthese difficulties,
a line segment representing an approximate path that the HIPfollows between the
(n− 1)th and (n)th sampling times, as depicted in Figure 5.3(b), is consideredin
the collision detection algorithm. By doing this, the extraprocess to construct the
internal volume is avoided, and the collided surface and thecollision point can be
identified inherently.

Surface

tn-1

tn

(a) Collision is not detected

tn-1

tn

(b) Collision is detected

Collision 
point

HIP

Path of HIP

Inside

Outside

Fig. 5.3: The collision detection between an object’s surface and the line segment
connecting the previous HIP and the current HIP positions
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It takes considerable time, compared to the high update raterequirement for hap-
tic rendering (1 kHz or 1 msec.), to test for the collision of aline segment with all
the polygons in the virtual environment. It is even more timeconsuming when the
complexity of the virtual object increases.

One technique for accelerating the collision detection process uses bounding vol-
umes. The primary goal of using the bounding volumes is to getfast rejection tests.
In the bounding volume intersection test, simple primitives are used as bounding
volumes for complex-shaped objects. If the bounding volumes of two objects do
not intersect, then the objects do not. If they do intersect,then further testing is
required. The bounding volume approach uses the cheap static intersection colli-
sion test. An example of this kind of volume bounding technique is called the Axis
Aligned Bounded Box (AABB) technique [135]. The overlap test using AABB is
far less expensive than the line segment-polygon intersection test.

When using a primitive as a bounding volume, three things mustbe considered:

• How well does the bounding volume fit with the underlying geometry?
• What is the cost in updating the bounding volume if the object is moving?
• What is the cost of the bounding volume intersection test?

To explain the effects of the bounding volume geometry, we will discuss four
implementations of bounding volumes, namely the sphere volume, AABB, the Ori-
ented Bounding Box (OBB), and a more complicated OBB implementation, all of
which are shown in Figure 5.4.

The sphere volume method uses a sphere bounding volume to encompass the
target geometry. The sphere can contain a lot of unoccupied space, so many bound-
ing volumes could overlap while their geometry inside does not. This increases the
number of unnecessary collision tests on the internal geometries. Furthermore, as
the object moves, the bounding volume needs to be updated. While this is trivial in
the case of the sphere, the OBB update depends on the motion ofthe object. If the
motion is rigid (rotation and translation only), the transformation must simply be
applied to the bounding volume as well. If, on the other hand,the geometry is de-
forming, the update is far more complex. In addition, overlap testing for the sphere
and AABB methods is relatively simple when compared to the OBB method. From
these examples, one can see that there is always a tradeoff between the quality of the
fit, the cost of updating, and the cost of intersecting a givenbounding volume. Find-
ing an optimal balance between certain types of bounding volumes is an ongoing
topic for debate and research.

These bounding volumes can also have a hierarchy in a scene graph. A bounding
volume at a node can surround its own geometry as well as the geometries of its
child nodes. By having a hierarchy, the line segment is first tested with the bounding
volume of the root node and then traverses to the bounding volume of a leaf node.
If there is a collision with the last bounding volume, collision is tested with the
geometry in that leaf node.
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a b c d

Increasing complexity and tightness of fit

Decreasing cost of overlap tests and bounding volume update

Fig. 5.4: (a) Sphere volume, (b) Axis Aligned Bounding Box (c) Oriented Bounding
Box, (d) More complex OBB

5.5 Penetration Depth (Penalty-Based Approach) and Collision
Response

Once a collision is detected, force-response algorithms are triggered, and interaction
forces between the avatar and virtual object are computed. Due to the mechanical
compliance of haptic interfaces and the discrete sampling of the HIP, the avatar often
penetrates the virtual object and maintains the penetration depth during continuous
touching. In the force response calculation, the restoringforce is calculated using
the penetration depth, which is the distance from the HIP to the closest surface,
based on Hooke’s Law. This is commonly known as the penalty-based method.

5.5.1 Proxy-Based Approach

The penalty-based method (also called the penetration depth method) has two is-
sues. First, the force abruptly changes at the edge of the polygonal surface when an
adjacent surface is connected with a significant angle difference. For example, as
shown in Figure 5.5(a), while the HIP moves from a given position at timetn−2 to-
wards a new position a timetn−1, the closest surface is surface A. The resultant force
is upward, and a user can feel surface A as expected, however,when the HIP goes
closer to surface B, it becomes the closest surface, and the force direction changes
significantly so that the user feels like they are being pulled to the right side. Sec-
ondly, when a user touches a thin object from a given positionat tn−2, and the HIP
penetrates the surface A attn−1, as shown in Figure 5.5(b), they feel the reaction
force pushing towards the outside of surface A, which is the closest surface to the
HIP. While the user continues to explore surface A, they may cross the middle line
of the two surfaces and cause the closest surface to abruptlybecome surface B. As



5.5 Penetration Depth (Penalty-Based Approach) and Collision Response 127

a result, the user HIP is forced out of the thin object, but on the opposite side of
the object. Also, if the object is too thin, the user might just go through it without
feeling any surface at all.

tn-1 tntn-2

tn-1

tn
(a) Abrupt force direction 

change at edge
(b) Going through a thin 

object

A

B A B

tn-2

Fig. 5.5: Two noticeable defects in the penalty-based method (the black dot repre-
sents the HIP)

Those errors described in Figure 5.5 are induced due to the fact that the HIP
cannot be prevented from penetrating surfaces. In this context, a proxy-based
method was introduced and became an essential concept in haptic rendering al-
gorithms [410, 320]. A proxy, also called a god-object, is anideal HIP that has no
mass. The proxy cannot penetrate any surfaces and is connected to the HIP with an
ideal spring that can elongate from 0 to infinite. In free space, the proxy coincides
with the HIP. When the HIP penetrates a surface, the proxy collides with the surface
without penetrating and continues sliding to the closest position that minimizes the
potential energy in the spring. At the same time, the stiffness of the ideal spring
becomes the stiffness of the surface that the proxy is in contact with. The restoring
force is calculated based on Hook’s Law, using the distance between the HIP and the
proxy. Therefore, determining the proxy position can be considered the same as the
process of calculating the force response. For example, when an HIP penetrates a
surface, as shown in Figure 5.6(a), the proxy is at location of the HIP at the previous
sampling time (i), but it moves towards the HIP due to the ideal spring, and ends up
colliding with the surface. This collision position (ii) can be obtained by testing for
a collision between the surface and a line segment (represented by a dashed line in
the figure) that connects the previous proxy to the current HIP. After the collision,
the collided surface is set as the active surface, and the proxy slides to the position
on that surface that is closest to the current HIP (iii). The closest position can be cal-
culated by projecting the current HIP onto the plane of the active surface. The final
resultant force can be obtained by setting a spring with the active surface’s stiffness
coefficient. As the HIP moves over the next time interval, thesame process is per-
formed, and the proxy position is updated to position (iv) inFigure 5.6(b). However,
when the current HIP goes over perpendicular boundaries of the active surface, the
proxy can float in the air or go through an adjacent surface, resulting in distorted
forces.
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(a) At time, tn-1 (b) At time, tn

Previous proxy

Proxy in progress
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Fig. 5.6: Updating the proxy position after a collision occurs

In the case of a convex portion, as shown in Figure 5.7(a), theproxy moves from
(i) to (ii), where (ii) is the closest position to the currentHIP on the plane of the
active surface A. However, the resultant proxy position is located beyond the active
surface and is floating in the air. This may induce a small distortion but is almost
imperceptible considering the small time period and the distance traversed during
the haptic rendering process. Nevertheless, this distortion can be easily removed
by repeating the collision detection process until there isno collision with any sur-
faces other than the active one. For example, as shown in Figure 5.7(b), the proxy
slides from (iii) to (iv), and another collision detection is performed where the adja-
cent surface B becomes active. Finally, the correct proxy position is obtained at (v).
However, these additional collision detection processes can make the whole haptic
rendering process slow, especially in the case of very smallpolygons when the HIP
passes many surfaces in one haptic rendering loop. Collision detection is the most
time consuming factor, and collisions need to be examined oneach surface that the
proxy passes by.

When touching a concave portion of an object composed of surfaces A and B,
as shown in Figure 5.7(c), the proxy slides from (i) to the closest point on the plane
of the active surface A to the HIP (ii). However, since surface B is not considered,
the proxy at (ii) has already penetrated the neighboring surface B and is inside the
object. This problem can be fixed by testing for collisions between the neighboring
surface and the line segment connecting the previous proxy (iii) and the new candi-
date proxy (iv), as illustrated in Figure 5.7(d). As a result, the line segment collides
with the neighboring surface B, which becomes an active surface. Note that surface
A is still active because the line segment between the HIP andthe new proxy collides
with surface A. This additional process needs to be iterateduntil all neighboring sur-
faces are examined. Since the new proxy can be in contact withmany neighboring
surfaces, there could be more than one active surface in a concave portion of a 3D
object.
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Fig. 5.7: Failed collision detection at a concave portion ofa virtual object (a), dis-
torted proxy position at a convex portion of a virtual object(c), and their solutions
(b and d)

5.5.2 Local Neighbor Search

A local neighborhood search (LNS) can help reduce the numberof collision detec-
tions by sacrificing more memory storage [168]. In the LNS method, a virtual object
is considered as consisting of primitives such as vertices,edges, and polygons. Each
primitive includes both its own geometric information as well as the information of
neighboring primitives. For instance, when considering triangular meshes, a vertex
has information for that point, but additionally includes neighboring edge and poly-
gon information. For example, in Figure 5.8(a), the vertex information also contains
the 5 neighboring edges, each represented with a thick line,and the 5 neighboring
triangles filled with different patterns. An edge has its ownline information, but
also includes information on the two neighboring vertices represented by dots, and
the two neighboring triangles (Figure 5.8(b)). A triangle face has its own surface
information and includes three neighboring edges and threevertices (Figure 5.8(c)).
Through preprocessing, all the neighborhood information for each primitive can be
obtained and stored within the geometric representation.
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(a) Vertex (b) Edge (c) Polygon

Fig. 5.8: Primitives (vertices, edges, and polygons) consisting of 3D virtual objects
and their neighboring primitives

Figure 5.9 illustrates the LNS procedure in 2D space for easier comprehension.
The LNS method starts with collision detection. When there isa collision with a
polygon, that polygon becomes active and the collision point is stored. The active
polygon is indicated with a hollow arrow in Figure 5.9. Whenever a primitive is
made active, the method compares distances for the neighboring primitives to find
the one that is closest to the HIP. If the current active primitive is further than one of
neighboring primitives, the active primitive is replaced by the new closest primitive,
and the proxy position is set to the point on the new active primitive that is closest to
the HIP. For example, in Figure 5.9(a), the active edge has two neighboring vertices.
The right side vertex is closest to the HIP, so it will be set active. This process
of checking neighboring primitives is repeated until the current active primitive is
the closest one to the HIP. As shown in Figure 5.9(a) to (d), the active primitive is
repeatedly updated to the closer primitives. Finally, in Figure 5.9(e), the current
active primitive is closer to the HIP than any other neighboring primitives, and the
final proxy position is determined on the current active primitive unless the HIP is
outside of the geometry. The final restoring force is calculated if the HIP is inside
the geometry.

Active primitive

Closest neighboring primitive

(a) (d) (e)(c)(b)

Fig. 5.9: An example of the local neighborhood search in 2D
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5.5.3 Local Neighbor Search on Vertices

This neighborhood search can be accelerated by restrictingthe position of the proxy
to vertices only [386]. For this method, preprocessing is again conducted to build up
neighborhood information. In the first stage, the collided surface is set active, and
the vertex from that active surface that is closest to the HIPbecomes the start point,
as shown in Figure 5.10(a). Instead of checking the distancefrom each neighboring
vertex to the HIP, edge gradients are compared. The edge gradient indicates how
fast the proxy approaches the HIP on the neighboring edges. It is calculated by
performing the dot products1 between two values:

• the normalized edge vectors from the active vertex to neighboring vertices and
• the normalized vector from the HIP to the active vertex

By choosing the vertex that corresponds to the smallest edgegradient, the fastest
route from the proxy towards the HIP can be obtained. For example, in Fig-
ure 5.10(c), the active vertex is indicated by the hollow arrow, and the right side
edge is selected as a path because it decreases the distance from the proxy to the
HIP the fastest. Once the edge with the smallest gradient is chosen, the vertex at the
other end on the edge is set active. After selecting the next vertex as a new proxy
position, it is checked whether the proxy will exit the object or move onto another
vertex. This can be done by calculating the dot product of thesurface normal of
neighboring vertices and the vector from the vertex to the HIP. In other words, it
checks if the vector connecting the proxy to the HIP collideswith neighboring sur-
faces around the active vertex. If there is no collision withneighboring surfaces, the
proxy goes into free space, and the collision detection process is resumed based on
the updated proxy position.

For example, in Figure 5.10(b), the proxy is located on the active vertex, but the
vector from the proxy to the HIP does not collide with the neighboring surfaces. It
points outwards so the proxy goes into free space. The collision detection is per-
formed, another collided surface is then selected as active, and the closest vertex is
consecutively set active as depicted in Figure 5.10(b). If there is a collision between
the vector from the proxy to the HIP and any neighboring surfaces, as shown in
Figure 5.10(c), edge gradients are examined again, and thisprocess is repeated un-
til neighboring edges cannot decrease the distance betweenthe proxy and the HIP,
or the next candidate vertex is more distant from the HIP. Finally, the distances of
the last active edge and adjacent surfaces to the HIP are compared, and the closest
primitive is selected to determine the current proxy position on it.

For example, in Figure 5.10(d), the right side edge decreases the distance be-
tween the proxy and the HIP faster, and thus is selected as active. Consequently, the
right side vertex is set active. However, the previous vertex is closer than the newly
chosen one, so the new proxy position is determined by comparing its distance to
the HIP on the edge between the two vertices and on the adjacent surfaces.

1 dot product: is an algebraic operation that takes two equal-length sequences of numbers (usually
coordinate vectors) and returns a single number obtained by multiplying corresponding entries and
adding up those products. source: Wikipedia
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(a) (b) (c)

(d) (e)

Active polygon or vertex

The edge with smaller gradient

Fig. 5.10: An example of local neighborhood search on vertices in 2D

5.5.4 Local Neighbor Search on Correct Path

The main goal of the two previously described neighborhood search algorithms is
to find the new proxy position closest to the HIP on the surfaceof a virtual object as
fast as possible. These two algorithms do not consider the path of the proxy between
the original and new proxy positions. Figure 5.11(a) and (b)show the two resultant
paths using the above described algorithms on a flat object, under which the HIP is
positioned. Although the new proxy positions obtained are the same, the proxy paths
during the calculation are different from the ideal path depicted in Figure 5.11(c).
This does not affect the restoring force when there is no force effect on the surface,
such as friction, however, when friction is a factor, the incorrect paths can lead to a
wrong resultant force direction.

(c) Correct path(a) Neighbor search - primitives (b) Neighbor search � only vertices

Fig. 5.11: Proxy paths on the flat surface, which are correct and obtained by neighbor
search algorithms (Top view and side view)
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As an example, when a friction cone algorithm (a generalizedmethod to compute
friction forces on a simulated haptic object [254]) is applied for friction calculation,
the proxy starts to move from the previous position towards the HIP and stops due
to friction at the boundary of the friction cone’s projectedcircle. A detailed ex-
planation can be found in [148, 254]. In Figure 5.12(a), the proxy moves on the
primitives that are successively closer to the HIP than all other neighbouring primi-
tives, but at the last stage the proxy stops on the edge of the projected friction cone,
and the resultant force is calculated based on this proxy position. The neighbour
search on vertices calculates a different proxy path and a different resultant force, as
shown in Figure 5.12(b). However, the correct dragging friction force on the flat sur-
face should have an opposite direction to the hand movement,which approximately
points from the HIP towards the previous proxy position. This correct friction force
can be calculated by obtaining the correct (ideal) proxy path. When the path is cor-
rect, the proxy stops at the friction cone with a resultant force opposite to the user’s
movement, as shown in Figure 5.12(c).

(c) Correct force(a) Neighbor search - primitives (b) Neighbor search - only vertices

A

B

Fig. 5.12: The resultant proxy positions based on the friction cone algorithm for
each proxy path

5.5.5 Triangular Mesh Modeling

In order to overcome the above-mentioned problem, the neighbour search algorithm
can be modified to obtain a correct proxy path [67]. The explanation of the algo-
rithm is based on a triangular mesh representation. In orderto simplify the haptic
rendering process, three types of primitives are defined: TRIANGLE, EDGE and
VERTEX. As before, each primitive contains its geometric information as well as
each neighbour primitive’s information. The TRIANGLE has three vertices and two
normal vectors of opposite directions as geometric information and three EDGEs as
neighbours. An EDGE’s information has two vertices and two TRIANGLEs. And
finally, a VERTEX’s information has a vertex and a certain number of EDGEs that
share this vertex as an end point.

The core of this algorithm is to search for a new proxy location that minimizes
the distance to the HIP and eventually finds the shortest pathalong the proxy traces
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to the new proxy location. The algorithm starts when a collision is detected between
a triangle of an object and the line segment that connects theHIP and the proxy.
Consequently, the proxy is moved onto the obstructing triangle at the collided posi-
tion, and the current triangle is set to an active primitive as a TRIANGLE.

Once a primitive is marked active, the neighbourhood searchalgorithm is started.
The first procedure is to determine whether the proxy will go into free space or
not. In order to avoid redundant, overlapping computation,this procedure is per-
formed only at the TRIANGLE. This means that the proxy can only go into free
space through a TRIANGLE. Then, the algorithm computes the candidate of the
new proxy location. If the candidate location is not on the primitive and goes over
any neighbour, the active primitive is updated to the neighbour primitive, and the
proxy will be located on the updated primitive at the collision position. If the can-
didate location is on the primitive, it becomes a new proxy location in local min-
imum. These processes are repeated until the proxy locationis obtained at a local
minimum. Figure 5.13 depicts a complete flow chart outliningthe algorithm. The
detailed procedure on each primitive is followed.

Collision with triangles?

proxy = goal

primitive = contacted 
TRIANGLE

proxy = the contacted point

Compute candidate proxy by 
projecting goal on the primitive

Candidate proxy
is on primitive

Primitive = collided neighbor primitive
proxy = the contacted point

primitive == 
TRIANGLE?

No

No

Yes

Yes

return proxy

Yes

No

The proxy was on any 
primitive in last haptic loop

No

Yes
primitive = lastPrimitive

proxy = candidate proxy 
lastPrimitive = primitive

lastProxy = proxy

goal = measured from device

proxy = lastProxy

Collision with 
TRIANGLE?

Yes

No

Fig. 5.13: Complete flow chart of neighbour search on correctpath

At the TRIANGLE, whether the proxy goes into free space or notis checked by
computing the dot product between the vector from the proxy to the goal and the
normal of the TRIANGLE. If it is larger than zero, the proxy goes into free space,
and the collision detection is performed again. When a collision is detected, a can-
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didate proxy location is determined by projecting the HIP onthe plane that includes
TRIANGLE. If the candidate proxy location is inside TRIANGLE, it becomes the
new proxy location in local minimum as shown Figure 5.14(a).Otherwise, the proxy
should eventually stop on an EDGE that the proxy path collides with, as shown in
Figure 5.14(b). This procedure is performed by checking thecollision between the
line segment PC, and each of the three neighbour EDGEs. The colliding EDGE is
set to active.

P

G

C : candidate proxy

Active 
TRIANGLE

P

G

C

G

Active 
EDGE

(a) Candidate proxy on TRIANGLE (b) Candidate proxy outside TRIANGLE and transition to EDGE

C

Fig. 5.14: Updating candidate proxy and transition on TRIANGLE

At an EDGE, the proxy can go onto one of four neighbours, two TRIANGLEs
and two VERTEXs. First, a check is performed to evaluate if the proxy can go on
the TRIANGLEs. Each EDGE has two normal vectors, m1 and m2, asshown in
Figure 5.15(a). They point towards each neighbouring TRIANGLE that is perpen-
dicular to the EDGE and aligned in opposite direction. In order to determine which
TRIANGLE decreases the distance from the proxy to the HIP at afaster rate, the
dot products (distance gradients) of the normals and the normalized vectors from
the HIP to the proxy are compared. The TRIANGLE that has the smaller gradient
is set as active.

Figure 5.15(b) shows that if the two gradients are positive,it is recognized that
two TRIANGLEs cannot decrease the distance, so the proxy slides along the EDGE.
The candidate proxy location is obtained by projecting the goal onto the line that
goes through the EDGE. If the candidate is on the EDGE, the candidate location
becomes a new proxy location in local minimum. Otherwise, the VERTEX to which
the candidate moves will be active, and the proxy becomes theVERTEX.

At a VERTEX, the distance gradients for each EDGE that has theVERTEX as
an end point are compared using the previous neighbourhood search algorithm. The
EDGE that has the smallest gradient becomes active, as shownin Figure 5.16(a). If
all gradients are positive, the point of the VERTEX becomes anew proxy location
in local minimum, as shown in Figure 5.16(b).
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Fig. 5.15: Updating candidate proxy and transition on TRIANGLE and VERTEX
on EDGE
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Fig. 5.16: Updating candidate proxy and transition on EDGE and on VERTEX

5.6 Haptic Rendering of Surface Properties

The previous subsections dealt with how interaction forcescan present macro-
geometric object information such as shape. This subsection now focuses on micro-
geometric details that act as obstructions when two surfaces slide against each other
and generate forces tangential to the surface and opposite to the motion. We present
several algorithms that can render virtual objects’ haptictextures and friction prop-
erties. Initial efforts used simple empirical models as bases for simple frictional
models with 3-DOF [410, 320].
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Over time, researchers from outside the haptic community developed many mod-
els to render friction with higher accuracy. Some examples are the Karnopp model
for modeling stick-slip friction, the Bristle model, and the reset integrator model.
Since there is always a trade-off between accuracy and delay, which is a critical fac-
tor for real-time applications, researchers worked to develop even more accurate al-
gorithms for friction. For example, Hayward and Armstrong introduced a time-free,
drift-free, multi-dimensional model of friction [151]. The computational friction
model provides several advantages, including autonomy fornon-uniform sampling,
robustness to noise, and extensibility to 2D and 3D motions.

As for texture rendering, researchers have proposed many techniques for ren-
dering forces to replicate texture, many of which are inspired from techniques in
computer graphics. In computer graphics, realistic texture is achieved by project-
ing a bitmap image onto the rendered surfaces. The same can bedone haptically.
The work in [260] proposed haptic texture mapping for 2D scenes, which was later
extended in [320] to 3D scenes.

Moreover, mathematical functions have also been used to create synthetic pat-
terns. For instance, Basdogan et al. [28] and Costa and Cutkosky [87] investigated
the use of fractals for modeling natural textures. They focused on the display of
roughness using models that produce surface profiles identified by two parameters:
root mean square amplitude and fractal dimension. The perceived roughness is re-
lated to variations in these two parameters when interacting with the surfaces via a
haptic display. Other work has examined the use of stochastic methods for texture
display [349]. In this work, the surface contact force is decomposed into traditional,
rigid body contact normal (constraint) and lateral (friction) components.

5.7 Haptic Rendering for Other Representation Methods

Polygon-based representation does not provide any information about the internal
volume of a virtual object. This knowledge is very importantin applications such
as medical simulations. An example would be the simulation of an interactive cut-
ting operation for a human organ or for skin with bone underneath. In such cases,
volumetric representations (such as voxels) can be used. A voxel-based object is
represented as a 3D rectilinear array of volume elements called voxels, each speci-
fying a large number of physical properties such as density,stiffness, and viscosity.
Although each voxel does not have surface property information, users can feel a
gradient force that is obtained from the intensity values used in mathematical func-
tions [328, 20]. A proxy-based algorithm was also introduced to enable a user to
touch the surface of the voxel model [184]. In the context of data representation in
voxel-based models, the haptic information is contained ineach voxel, along with
the intensity values. In some research, each voxel has its own surface properties
directly beside the intensity values [252]. More details about volumetric represen-
tation can be found in [203, 218]. Its challenges include a significant degradation in
haptic rendering accuracy and memory inefficiency [14].
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Implicit representation uses geometric primitives (spheres, cones, cylinders, etc.)
that are defined through mathematical expressions and wrapped around geomet-
ric models for force rendering [203]. The haptic propertiesare implicitly assigned
to the surfaces. Implicit representation provides severaladvantages [14]. First, it
enables faster and easier collision detection because a simple point inclusion func-
tion can be used to calculate collisions between objects andpoints in space. Sec-
ond, the tangent to a surface can be easily calculated in order to display surface
properties. Finally, several arithmetic operations, suchas addition, subtraction, and
concatenation, can be applied to make more complex objects.More details about
implicit surface representations for haptic rendering canbe found in [328]. With all
of these advantages, there still remains the issue of determining which point on the
surface should be used to model the collision interaction forces. In real-time sce-
narios, where quick-and-dirty rendering is required, representation methodologies
such as the Non-Uniform Rational B-Spline (NURBS) and Bézier patch have been
widely used [372]. NURBS surfaces, typically used in graphics, have the advantage
of compactness, embedded smoothness, and exact computation of surface tangents
and normals [371]. The NURBS representation for haptic properties is the same
as for implicit surfaces. Due to their computational efficiencies, these representa-
tion methods are widely used in deformable body simulations, such as sculpturing
and surgery training [203, 122]. However, these methods have problems describing
sharp edges when compared to the polygon-based method.

Implicit and NURBS representations are restricted in theiruse because of their
limitations in describing complex objects. The most commonrepresentation meth-
ods are polygon-based for general purposes and voxel-basedfor specific medical
simulations. However, these representation methods are not suitable for broadcast-
ing or multicasting in multimedia systems where multimediacontents are instantly
available because downloading massive quantities of data takes significant time.
Consequently, the depth image-based representation (DIBR), which was originally
proposed in [183], can be used in these cases. DIBR uses two images for each video
frame: the RGB image and the depth image. Several advantagesof using DIBR have
been pinpointed in [225]. First, existing methods of image processing and compres-
sion can be applied to DIBR due to its simple and regular structure. Second, real
world objects and scenes can be rendered without the need formillions of polygons
and expensive computations. Finally, the rendering time remains constant and inde-
pendent from the complexity of the scene since it is proportional to the number of
pixels of the captured images. Cha et al. [70] adopted this representation to enable
viewers to touch a 3D video scene. However, since DIBR did notcontain any haptic
information, it could not provide a rich interaction force feeling. In addition, the hap-
tic rendering algorithm did not support haptic texture rendering. They later adapted
their approach to incorporate haptic surface properties into DIBR, and eventually
introduced Depth Image-Based Haptic Rendering (DIBHR), a haptic rendering al-
gorithm that supports haptic texture rendering [68].
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5.8 Haptic Rendering of More Than 3-DOF

Although the 3-DOF point-based interaction paradigm has provided a convenient
tool-based interaction that allows users to grab a tool-shaped end-effector and inter-
act with a virtual environment with a tool-tip, natural and dextrous interaction, like
that which we experience in real life, is lacking. One of the promising interaction
paradigms is 6-DOF tool-based haptic interaction, which increases torque capabili-
ties to 3-DOF. While the 3-DOF haptic rendering allows a pointto interact with an
object and provide axial reaction forces only, 6-DOF leads to object-object interac-
tions that present reaction forces and torque at the same time. In [252], a voxel-based
representation of a complex environment of static rigid objects was used to imple-
ment a 6-DOF interaction. This approach uses short-range force fields surrounding
the static objects. The force fields repel the manipulated object to try and maintain
a voxel-scale minimum separation distance that prevents exact surface interpenetra-
tion. This model is suitable for applications that can tolerate voxel-scale minimum
separation distances, such as assembly task simulations.

In addition, the haptic display of complex object-object interactions has been
simulated and demonstrated in [276]. In this work, a multi-resolution hierarchy is
constructed and used as a bounding volume hierarchy for time-critical contact force
computation in haptic rendering.

Another algorithm for the haptic display of moderately complex polygonal mod-
els using a 6-DOF force feedback device is presented in [140]. The solution uses in-
cremental algorithms to determine when there is contact between convex primitives.
This contact information is then used to calculate the restoring forces and torques,
and thereby generate a sense of virtual touch. To speed up thecomputation, several
concepts, such as geometric locality, temporal coherence,and predictive methods
are exploited.

Another haptic rendering algorithm for arbitrary polygonal models using 6-DOF
haptic interfaces is described in [194]. This approach findsthe local minimum dis-
tances between polygonal models using spatialized normal cone hierarchies [195].
The haptic rendering process computes forces and torques onthe moving model
based on these local minimum distances. To provide higher haptic interaction rates
on more complex scenes, Johnson et al. [194] propose a globalsearch for local
minimum distances to provide repulsive forces between models. The global search
continuously adds and deletes local minimum distance pairsthat are being updated
by the local search.

Another way to provide more dexterity is to consider each finger as an interaction
point. This can allow actions such as pinching and grabbing.Barbagli et al. [24]
simulated a 4-DOF interaction through soft-finger contact.In order to simulate a soft
finger contact, a 4-DOF proxy was used. Three of these degreesof freedom describe
the position of the contact point when touching a virtual object, while the fourth
variable describes the relative angular motion between thetwo soft finger avatars
and a virtual object. Harwin and Melder applied their 3-DOF friction cone algorithm
for two fingers independently [148]. In other words, they simply performed the 3-
DOF haptic rendering algorithm for each point. In their system, users fit each of their
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two fingers to 3-DOF haptic devices and interact with virtualobjects. By doing this,
the user can grab and move objects.

5.9 Control Methods for Haptic Systems

Force response algorithms compute the ideal interaction forces between the haptic
interface avatar and the virtual environment. The force’s exact value, often called
the desired impedance, cannot be directly applied to the user due to many haptic
device technology limitations. First, since haptic interfaces can only exert forces
with a limited magnitude, and not equally in all directions,force saturation must
be avoided as it would lead to discontinuous application of forces to the user, and
eventually, instability. Second, haptic devices are not ideal force transformers. The
friction, inertia, and backlash present in most haptic devices prevent ideal perfor-
mance. Third, the discrete-time nature of haptic-rendering algorithms is considered
the major challenge that prevents continuous user operation. Finally, haptic device
position sensors have a finite resolution, so determining the contact points and time
always results in quantization errors. In considering these limitations, control algo-
rithms must command the haptic device in such a way that they minimize the error
between ideal and applicable forces.

A brief description of control architectures used in hapticsystems has been pre-
sented in [129]. The objectives are to provide the kinesthetic constraint of the virtual
environment and to improve the transparency of the device bydecreasing the inertia
felt by the user in unconstrained movement. Essentially, these architectures compute
the transfer function that relates the force exerted by the user to the displacement of
the haptic interface. The classification of these strategies is made in accordance with
the interface inertia and the compensation method, and is shown in Figure 5.17.

Control Algorithms

Impedance Interaction Admittance Interaction

Open-loop Compensation

Feed forward Positive Feedback Hybrid

Fig. 5.17: Classification of control algorithms
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5.9.1 Impedance Control Architecture

This method is the most widespread architecture for haptic interfaces with small
inertia and is usually referred to as the impedance control architecture. The contact
forces are computed using impedance causality and are restored via negative feed-
back. The total impedance felt by the user is the sum of the user’s arm dynamics,
the interface impedance, and the environmental impedance.This configuration has
been deeply analyzed in order to control the amount of excessive energy the system
generates and to maintain stability. Some passivity conditions and experimental sta-
bility results can be found in [80, 83, 55, 97, 259, 130, 128].This concept is depicted
in Figure 5.18, where X represents the rendered position andF corresponds to the
force read by the haptic device.

Fig. 5.18: Impedance control architecture

5.9.2 Feed-Forward Impedance Control Architecture

This strategy has been developed to compensate for the dynamic behavior of mod-
erate inertia interfaces while maintaining the impedance interaction. The inertia felt
by the user can be decreased by including a force feed-forward that helps the oper-
ator move the interface. The inertia could be arbitrarily reduced by simply setting
the force gain as large as possible. However, this can make the system unstable
since the force sensor represents a source of instabilities. Another drawback is that
the force sensor is an expensive device. Many of these algorithms are described in
[62, 37, 34, 77, 120].

5.9.3 Positive Feedback Impedance Control Architecture

Another way to decrease the inertia of the mechanical interface is to include positive
motion feedback. To cancel the dynamics of the mechanical device, the compensa-
tion transfer function should be equal to the mechanical device impedance. This re-
quires a good knowledge of the dynamic behavior of the interface. The major benefit
of this strategy is that no force sensor is required; therefore, it is possible to obtain a
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simpler and cheaper final implementation. However, static friction cannot be com-
pensated for because no change in force can occur without measuring a change in
motion. Several algorithms based on this approach are proposed in [62, 37, 80].

5.9.4 Hybrid Compensation Impedance Control Architecture

The hybrid compensation strategy combines the benefits of the feed-forward and the
positive feedback compensation methods. The best of both worlds can be attained
by including forces yielded by the two methods in the same algorithm. Some of the
algorithms that use this approach can be found in [37, 380].

5.9.5 Admittance Control Architecture

Admittance compensation includes a position controller that makes the system fol-
low a trajectory imposed by a certain desired dynamic and computed in an admit-
tance manner. This can be achieved by replacing the dynamicsof the interface expe-
rienced by the user with the desired dynamics. The position controller is responsible
for the movement of the device in unconstrained motion. Thisarchitecture has been
used by Carignan and Cleary [62] and is referred to as “admittance control with
position feedback”. This concept is depicted in Figure 5.19, where X represents the
sampled position and F corresponds to the rendered Force.

Fig. 5.19: Admittance control architecture

5.9.6 Position Feedback Admittance Control Architecture

In this architecture, the behavior of the virtual environment is introduced as admit-
tance (also called the admittance display). If there is no virtual contact, the dynamics
of the environment are replaced by desired dynamics in free movement. If, however,
the controller gain is sufficiently large compared to the environmental impedance,
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the dynamics of the mechanical device is cancelled. This strategy has been used by
different researchers, such as [10, 11, 228, 229, 381].

Some strengths and weaknesses of the various control algorithms are listed in
Table 5.1. When comparing these approaches, several observations should be noted.
On one hand, the impedance-based approach with force feedback shows the most
promise when stability can be maintained [62]. Furthermore, the impedance error
is inversely proportional to the level of force feedback used, which in turn, is lim-
ited by the system’s stability. On the other hand, admittance control offers more
immunity to instabilities due to its filtering effect on the force signal. Additionally,
the disturbance rejection properties are attractive. Therefore, it cannot be concluded
that one control approach is clearly superior; the HAVE application and the charac-
teristics of the haptic device determine the choice.

Table 5.1: A summary of control algorithms used with force feedback devices

Control Algorithm Summary Advantages
Impedance Interaction Contact forces are computed using

impedance causality and are restored via
a negative feedback. Used with small
inertia

-Simplicity
-Accuracy

Impedance interaction with
feed-forward compensation

Inertia is decreased by including force
feed-forward to move the interface. Used
with moderate inertia

-Reduced device
dynamics
-Accuracy

Impedance interaction with
positive feedback compen-
sation

Inertia is decreased using positive mo-
tion feedback. To ensure transparency, the
compensation transfer function should be
equal to the mechanical device impedance

-Transparency
-Stability
-Inexpensive

Impedance interaction with
hybrid compensation

Includes the feed-forward compensation
and the positive feedback compensation
forces

-Stability
-Transparency
-Accuracy

Impedance interaction with
admittance compensation

Includes a position controller that follows
a trajectory imposed by a certain desired
dynamic

-Transparency
-Accuracy

Admittance interaction and
compensation

The behavior of the virtual environment
is introduced as admittance. Used for de-
vices with high levels of non-linear fric-
tion and high gear ratios

-Transparency
-Stability
-Extendibility
-Disturbance rejection

5.10 Benchmarking Haptic Rendering Systems

Since the study of haptic rendering fidelity and realism is ofsignificant inter-
est, there has been increasing development of verification and validation algo-
rithms/techniques for haptic rendering systems. However,these efforts are impeded
by two main challenges. Firstly, the vast majority of hapticsystems are fundamen-
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tally interactive, which prevents the consistent reproduction of results, and thus the
evaluation of a haptic system. Secondly, it is difficult to compare haptic data to real
data, as this requires applying identical forces to both real and virtual objects. In this
section, we present current efforts to evaluate the performance of haptic rendering
systems.

5.10.1 Existing Techniques for Haptic Rendering System
Evaluation

Initially, general-purpose systems for validating the physical fidelity of haptic ren-
dering systems were introduced. For instance, an impedance-based metric for evalu-
ating haptic devices was introduced in [80]. The authors discussed factors affecting
the dynamic range of haptic displays, such as the inherent damping, the sensor reso-
lution, the sampling rate, and the velocity signal filtration. Also, Hayward and Ast-
ley defined a standard set of performance measures for evaluating and comparing
physical haptic devices [153]. The proposed measures include the peak force, peak
acceleration, and frequency dependent measurements. In all, these metrics capture
basic performance characteristics of the hardware, but they only partially character-
ize the performance of the complete HAVE system.

In fact, the performance of the haptic interaction requiresaccounting for both
the device properties and the rendering techniques, which are the hardware and the
software components of the haptic rendering system respectively. To accommodate
such requirements, Kirkpatrick and Douglas presented a taxonomy of haptic inter-
actions and proposed the evaluation of complete haptic systems based on distinct
styles of haptic perception usage [209]. Other researchers, such as [117], evaluated
the effectiveness of specific haptic systems for particularmotor training tasks. For
instance, the performance in [117] was measured in terms of position, shape, tim-
ing, and drift. Meanwhile, Guerraz et al. [141] proposed a methodology to evaluate
a user’s behavior and the suitability of a device for a particular task based on phys-
ical parameters coming directly from the device itself. However, these metrics are
not general-purpose and do not address the realism of specific algorithms.

Raymaekers et al. [301] proposed an empirical method for evaluating haptic ren-
dering algorithms for correctness and performance. The evaluation procedure in-
cludes the collision detection algorithms and force generation techniques. A num-
ber of reference objects (convex and concave) are explored for a certain period. The
recorded samples are played back using another algorithm, and the execution times,
the result of the collision step, the surface contact point,and the force vector are
compared.

In order to evaluate the realism of interaction, Ruffaldi etal. [319] proposed an
objective and deterministic procedure for haptic rendering algorithm verification
and comparison. First, forces are collected from physical scans of real objects. Sec-
ond, polygonal models of these objects are created. Third, different haptic rendering
systems are used to interact with the models, and the forces are recorded. And fi-
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nally, the haptic interaction results are compared to real world interactions. The au-
thors demonstrated the approach’s ability to quantitatively assess haptic rendering
systems.

5.10.2 A Framework for Haptic Rendering Systems Evaluation

This subsection presents an evaluation and comparison of haptic rendering systems.
We have developed a framework that addresses the need for objective, determinis-
tic, and possibly standard haptic system validation and verification. We conduct a
performance evaluation and analysis of existing haptic rendering systems by chang-
ing the collision detection algorithm component. Several detection algorithms (for
which implementations were available) are used to demonstrate the ability of the
framework to evaluate the quality of the haptic rendering algorithm. The evaluated
algorithms are the linear programming based I-COLLIDE algorithm, the polygonal-
based V-COLLIDE algorithm, the DEEP algorithm, and the SWIFT++ algorithm (as
presented later in section 5.9.3).

The proposed framework strives to measure the correctness and efficiency of
the rendering systems. First, the framework evaluates the rendering realism. This
is done by computing the errors between forces generated from an actual physical
interaction and those computed using a specific haptic rendering system under test
conditions (comparing the haptic rendering algorithm output to reference “golden”
data that was captured from real physical interactions withthe modeled object) [7].
Second, this framework is capable of evaluating the haptic rendering system’s abil-
ity to detect collisions. To measure the collision detection capabilities, we use two
performance measures: the Collision Detection False Positives (CDFP) and the Col-
lision Detection False Negatives (CDFN). The CDFP occurs when a collision is re-
ported by the haptic rendering system and there was no actualcollision. A CDFN
is reported whenever a collision goes undetected. Finally,the framework enables
performance evaluation of various haptic rendering systems by comparing, for in-
stance, the time required for the processing of a predefined set of inputs. In short,
it evaluates the speed of the haptic rendering system to compute the force feedback
responses.

An overview of the performance evaluation pipeline is shownin Figure 5.20. The
evaluation procedure comprises two steps: a pre-processing stage followed by a pro-
cessing stage. Since the haptic rendering system typicallyrequires two sources of in-
put, namely a geometric model of an object of interest and real-time positional data
collected from a haptic interface, such data must be prepared in the pre-processing
stage. The pre-processing stage includes constructing a geometric model of a real-
world object – typically using a 3D scanner – and collecting aseries of correlated
interaction forces and positions on the surface of that object with the user in the
loop. The interaction data is then split into “golden” position/orientation data that
will be fed to the haptic rendering system and “golden” force/torque data that will
be used as reference patterns for the rendered forces/torques.
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In the processing stage, the geometric model and the position/orientation data
are input to the haptic rendering system. The output of a haptic rendering system
is typically a stream of forces that must be sent to the hapticinterface. A key goal
of this analysis is to compare the rendered forces to the real-world data. The closer
the rendered forces are to the real-world forces, the betterthe haptic rendering sys-
tem. Furthermore, the performance evaluation includes determining position errors,
computation costs, and false positive/negative collisiondetection rates.

Physical Objects

UserPhysical Interaction

3D Scanning

Objects Models

Golden Position/
Orientation Data

Golden Force/
Torque Data

Haptic Rendering 
System

Pre-processing

Performance Evaluation 
Metrics

Force Error

Collision Detection 
Error

Position Error

Computation Cost

Fig. 5.20: Overview of the haptic rendering system evaluation pipeline

5.10.3 Performance Comparison

Many software libraries have been developed in computer science to solve the prob-
lem of collision detection. In this section, we present a quantitative evaluation for a
representative set of collision detection toolkits. The algorithms are representatives
of convex polytopes and polygonal algorithms. Non-polygonal algorithms are not
considered in this analysis for two main reasons: they are the least used in haptic
applications and converting the models from polygonal to non-polygonal represen-
tation results in a declination in the model quality, which biases any performance
evaluation.

In this section, we describe several algorithms used in testing and demonstrating
the ability of the proposed framework for evaluating the quality of haptic rendering
algorithms. The considered algorithms are: V-COLLIDE, I-COLLIDE, DEEP, and
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SWIFT++. We briefly summarize each algorithm, describe the experimental setup,
and discuss the performance results.

1. DEEP [208]: This algorithm represents penetration depthbased algorithms.
DEEP estimates the penetration depth and direction of the HIP whenever a colli-
sion is detected between two overlapping convex polytopes.The algorithm com-
putes a locally optimal solution by walking on the surface ofthe Minkowski sum
of the two polytopes. As described in [101], the penetrationdepth is defined us-
ing the features on the configuration space obstacle (CSO). DEEP is designed
and implemented on top of the SWIFT++ and QHULL libraries [4].Version 1.0
has been used in the comparison analysis.

2. V-COLLIDE [177]: V-COLLIDE is designed for large environments and can
handle only triangular polygonal models. The algorithm reports when two ob-
jects collide by tracking the positions of the objects, thusa collision is reported
to object precision. The algorithm uses temporal coherencebetween successive
steps of a simulation to improve the performance of the dynamic environment
simulation. Since the algorithm does not report penetration depth, we have im-
plemented a simple force generation algorithm to estimate the force response for
a collision; it is based on the force generation technique described in section 5.4.
The experimentation has been conducted using version 2.01 of V-COLLIDE.

3. I-COLLIDE [79]: I-COLLIDE is a linear programming-basedcollision detec-
tion algorithm. It is designed for interactive and exact collision detection in large
scale virtual environments, such as walkthrough scenarios. The algorithm reports
the separation distance between objects by utilizing the Lin and Canny (LC) in-
cremental distance computation algorithm [226] and an algorithm to check for
collisions between multiple moving objects. I-COLLIDE models must be rep-
resented as convex polytopes, so a conversion from triangular mesh to convex
polytope representation was necessary to experiment with this algorithm. The
method computes the closest feature pairs – based on Voronoiregions – and cal-
culates the Euclidean distance between the features to detect collisions. In our
study, we have used version 1.3 of I-COLLIDE.

4. SWIFT++ [101]: This is a family of algorithms for the proximity query of closed
and bounded polyhedral (polygonal) models. The library addresses the following
queries: intersection detection, tolerance verification,exact minimum distance,
approximate minimum distance, and disjoint contact determination. The library
uses a decomposer to break down the boundary of each polyhedron into convex
patches and creates a hierarchy of convex polytopes (convexhulls). Eventually,
pairs of convex hulls are tested using the LC algorithm. SWIFT++ version 1.1
was used in our evaluation.

As for the testing data, we used the same data set as in [7] where the authors
developed a graphic model for a physical object (a duck) and recorded physical in-
teraction forces with the real object (the golden data). Theduck model, represented
in the Waterfront .obj file format, and a contact trajectory were used to compare
the relative force errors produced by the four algorithms. Alaser range scanner was
used to create the graphic model of the duck, which comprised1396 vertices, 1456
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normals, and 2983 faces (in the case of I-COLLIDE, the model consisted of 83
polytopes, 36 faces each). Furthermore, optically-tracked force sensors were used
to acquire the haptic data (using the HAVEN facility at Rutgers University [7]).
Comparing the rendered forces and the measured interactionforces (golden data)
provides a quantitative basis for evaluating the haptic rendering system. To limit the
comparison to collision detection techniques, we have usedthe same force compu-
tation and control algorithms for all four rendering algorithms.

We measured the performance of the four collision detectionalgorithms using
the haptic rendering system evaluation pipeline, as shown in Figure 5.20. Table 5.2
shows the performance metrics for the four algorithms. The total simulation time
was 63 seconds. The performance metrics include the following measures:

1 Average run time: The runtime of an algorithm is the duration of one step of the
simulation, which involves one iteration of collision detection without rendering
time. The average run time was computed by taking the mean of all the trajec-
tory simulation steps. All the times presented in this analysis were obtained on a
Windows PC with 1 GHz Pentium III CPU and 256 MB memory.

2 Force error: is evaluated as the mean-square error (MSE) between the rendered
and physical forces, computed as shown in equation 5.1.

MSE=
∑n

i=1

√

(Fxr −Fxp)2+(Fyr −Fyp)2+(Fzr−Fzp)2

n
(5.1)

where(Fxr,Fyr,Fzr) are the force components of the force rendered using one of
the algorithms and(Fxp,Fyp,Fzp) are the components of the real physical inter-
action force; n is the total number of samples in the simulation.

3 Collision detection false positives (CDFP): The CDFP occurs when a collision
is reported by the haptic rendering system and there was no actual collision. It is
calculated as the number of times a false collision is detected over the total num-
ber of collision tests during the simulation. In the “golden” data, the total number
of collision tests was 31798 and the number of collisions was4856 collisions.

4 Collision detection false negatives (CDFN): A CDFN is reported whenever a col-
lision goes undetected. The CDFN is computed as the number oftimes a collision
went undetected relative to the total number of collision tests.

Table 5.2: Performance evaluation metrics for the four algorithms

Algorithm
Execution time(msec)

Force error(N)CDFP(%)CDFN(%)
Memory
overhead(MB)Mean Standard Deviation

DEEP 0.5788 0.0881 0.119604 0.720 0.0471 6,692
V-COLLIDE 0.4011 0.1511 0.153981 0.978 26.215 6,828
I-COLLIDE 2.8333 1.1515 0.434228 3.022 17.052 5.660
SWIFT ++ 0.5057 0.1011 0.181107 0.864 0.0471 6,303
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We observed that the DEEP algorithm showed the best collision detection accu-
racy (it had the minimum false positive/negative rates and minimum force error);
this is achieved at the cost of a relatively higher executiontime. In Figure 5.21, we
plot two lines: the bold line displays the rendered forces using the DEEP algorithm,
whereas the other line shows the physical interaction forces. We also noticed that
the DEEP algorithm showed a nearly constant execution time (the standard devi-
ation of execution time was 0.0881, as shown in Figure 5.22).On the other hand,
V-COLLIDE had the least execution time at a cost of having thehighest memory
overhead. Finally, since DEEP is built on top of SWIFT++, theyboth showed simi-
lar performance with a slight difference in the force error.Unlike SWIFT++, DEEP
computes the penetration depth, and thus results in higher accuracy force compu-
tation. The I-COLLIDE algorithm had the worst performance because of the lack
of coherence in the end-effector movement. As shown in [79],this algorithm was
designed for multi-body, large-scale environments where it showed promising per-
formance. Also, it showed better performance in terms of memory overhead (see
Table 5.2). Therefore, our conclusion is that collision detection algorithms perform
differently based on the application scenario that defines the desired accuracy, speed,
and/or model complexity, and the available resources, suchas computation power
and memory allocation.
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5.11 Haptic Software Frameworks

Early haptic/graphic libraries, such as Microsoft’s DirectInput, were designed for a
specific device (like the SideWinder family of game controllers) to give access to in-
put data by communicating directly with the hardware drivers and allowing different
features for programing the mouse, keyboard, or haptic feedback joystick devices.
Immersion’s TouchSense API [186] was also originally developed for the specific
Wingman force feedback mouse. In addition, the GHOST SDK, created specifically
for SensAble Technologies’ PHANToM device family, is stillpresent; however, the
OpenHaptic tool kit from the same company is a new, extensible architecture that
offers additional capabilities [334]. The common factor inthose libraries was the
device-dependent approach in the software design, but moreimportantly, they are
not expandable.

On the other hand, the Reachin API, developed by the Swedish company Reachin
Technologies, became the first device-independent haptic/graphic API by support-
ing PHANToM [8] and Delta [1] devices. However, even though the Reachin API
removes the concern of dependency on the haptic interface, it is still not expandable
in terms of software design. In order to tackle such an issue,Novint technologies
launched a set of graphic/haptic, open source APIs called e-Touch [267]. E-Touch
also allows both PHANToM and Delta devices to expand and modify the API by al-
lowing programmers to create a haptic-based desktop environment. Unfortunately,
e-Touch is no longer available. However, a project entitledCHAI 3D envisioned the
importance of a set of open source graphic/haptic librariesthat allows users to in-
teract with high or low-level code and modify the control algorithms for a variety of
current and even future devices (PHANToM, Omega, Freedom 6S, and more).
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Currently, the trend of haptic technology development is increasing, and as a re-
sult, software application interfaces are also evolving. As a consequence, the spec-
trum of haptic interfaces available as commercial or research and development prod-
ucts is growing. Based on software process principles and life cycle models, the
APIs can be classified according to scope in terms of hardwareapplicability.

5.11.1 Commercial Application Program Interfaces (API)

5.11.1.1 Microsoft DirectInput

DirectInput is an API that enables an application to retrieve data from input devices
such as a mouse, a keyboard, and the force feedback “SideWinder” family of joy-
sticks, and can be used with any brand of game controller [257]. Through action
mapping, the API enables one to establish a connection between input actions and
input devices that do not depend on the existence of particular device objects (such
as specific buttons or axes). It supports keyboard properties and joystick slider data.

5.11.1.2 Immersion’s TouchSense

Initially, Immersion’s TouchSense API enabled the Wingmanforce-feedback mouse
to deliver a rich array of sensations [186]. The API has sincebeen extended to
support touch-enabled devices, such as joysticks, steering wheels, and game-pads
used in computer games, to transfer forces to a user’s hand orfingers. The effects
of period vibration, positional texture, enclosure and spring, directional constant,
ramp, resistive damper, friction, and inertia can be supported.

5.11.1.3 Immersion’s VHTK

VHTK stands for Virtual Hand Tool Kit and is the API for Immersion Corp’s hand
exoskeleton interaction devices [132]. VHTK was created for the exclusive use of
Immersion’s line of 3D interaction devices. This API supports only their multiple-
contact haptic devices, which are integrated by three pieces of hardware: the Cy-
berGlove, CyberForce and CyberGrasp units. Multiple-contact haptic devices have
multiple points of contact represented in the virtual environment, like a hand. The
CyberGlove collects data that is related to the hand, such asthe bending of the joints
of each finger. The CyberGrasp is capable of generating a force in the medial and
distal phalanx of the finger, with the exception of the pinky.The CyberForce ar-
mature has 2 functions: tracking the movement of the hand andgenerating force
feedback that simulates inertia. The CyberForce armature allows for 6-DOF move-
ment and is also capable of measuring hand rotation and translations. The Virtual
Hand SDK/toolkit provides the following software capabilities:



152 5 Computer Haptics

• Offers an object-oriented model with an accompanying C++ library.
• Provides a general framework for constructing hand-enabled simulations from

scratch or for integrating hand-interactions into existing applications.
• Offers real-time collision detection capabilities between 3D digital objects.
• Provides a force feedback interface for CyberGrasp and CyberForce users.
• Offers full network support. A user can run an application ona host computer

while getting device data from another machine, permittinginteraction with ge-
ographically distributed teams.

• “Ghost-hand” support for managing position-tracker offsets to prevent the graph-
ical hand from passing through objects.

• A fast polygon-level, collision-detection engine, including an open API for sup-
port of specialized third-party collision modules.

• An open API for model import and interfacing with third-party visualization soft-
ware. A VRML/Cosmo (SGI Optimizer 1.2) implementation is included.

• Significantly improved overall structure with better run-time integrity and more
complete error handling.

• A complete set of open source demonstration applications showing how each of
the toolkit features can be used in your development.

In summary, the VHTK already meets the main requirement for decoupled hap-
tics and graphics. However, the API is highly device dependent and not extensible.

5.11.1.4 Sensable’s GHOST

The GHOST SDK is an abbreviation for General Haptics Open Software Toolkit.
GHOST is an API that must be purchased from Sensable and is compatible with
Sensable’s Premium and Desktop PHANToM devices only [8]. GHOST offers a
mid-level programming library, compared to other productsfrom the same company,
such as OpenHaptics. With a mid-level library, there is no need to deal with the
low-level implementation for collision detection or forcecalculations. Therefore,
this architecture eliminates a lot of the extra work that would have been required
with a low-level library. GHOST is characterized by being quick and easy to learn,
and many haptic functions are available for quick implementation through a well
documented library. Most importantly, GHOST’s programming structure allows the
user to entirely decouple the haptics pipeline from the graphics one, allowing the
developer to manipulate the graphics library of their choice. Despite its attributes,
GHOST is dedicated to support the PHANToM family, which makes it extremely
device dependent. In addition, the API does not allow the extension of sophisticated
control algorithms applied on the haptic rendering process.

The key features of the GHOST SDK include:

• The ability to model haptic environments using a hierarchical haptic scene graph.
• The ability to haptically render disparate geometric models within the same scene

graph.
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• The specification of surface properties (e.g. compliance and friction) of the geo-
metric models.

• The use of behavioural nodes that can encapsulate either stereotypical behaviors
or full, free body dynamics.

• General support for the generation of haptic human-computer interfaces, includ-
ing effects such as springs, impulses and vibrations.

• An event call-back mechanism to synchronize the haptics andgraphics processes.
• The ability to automatically parse and use the static geometry of VRML 2.0 to

generate haptic scene graphs.
• Extensibility through the sub-classing metaphor.

5.11.1.5 Sensable’s OpenHaptics

OpenHaptics is another API that Sensable provides with their line of haptic de-
vices [334]. It is compatible with their entire line of PHANToM haptic devices.
OpenHaptics is an API that allows both high and low-level programming for haptics
application development through the Haptic Library API (HLAPI) and the Haptic
Device API (HDAPI), as shown in Figure 5.23. High-level programming (through
HLAPI) usually spares the user from a lot of the implementation logic, such as de-
vice control, collision detection, force calculation, etc., while providing more con-
trol to the devices and haptic rendering algorithms. Sacrificing control is acceptable
when one is only interested in rapid application development through use of the API.
High-level programming tends to be easier and quicker because a lot of low-level
programming implementation is not accessible to the programmers. The high-level
library can be valuable in that it provides enough control for rapid prototyping.

The OpenHaptics Toolkit

Haptic Library API(HLAPI)

Haptic Device API(HDAPI)

PHANTOM Device Drivers (PDD)

Source

Code ExamplesUtilities

Fig. 5.23: The OpenHaptics API’s components (adapted from Sensable Technolo-
gies Programming Manual [334])

The high-level library provides many desirable abilities,such as control of haptic
virtual environments and special haptic effects. It allowsusers to quickly convert
existing computer graphics applications into haptics applications. In the high-level
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library, the user is able to create a haptic object simply by describing the dimensions
of the object. This is similar to the well-known OpenGL graphic library.

The low-level library (HDAPI) allows for graphics and haptics processes to be
decoupled, thereby fulfilling an important requirement formore sophisticated proto-
typing. However, low-level programming inherently requires users to perform more
implementation than higher level programming does. In order to create an appli-
cation, the low-level library requires the user to develop the haptic implementation
from the ground up. Using this library means that users develop their own algorithms
for collision detection as well as their own force calculation algorithms. Therefore,
HDAPI is more suitable to researchers who develop and test new haptic rendering
and control algorithms.

5.11.1.6 Reachin API

The Reachin API allows the development of HAVE applicationsby using the C++
programming language and a combination of the Python scriptlanguage and the de-
scriptive markup language VRML (Virtual Reality Modeling Language) [385]. The
idea behind this platform is a C++ API based on the VRML scene graph model. The
Reachin API forms a hierarchical data structure from high-fidelity features as well
as a complete set of classes, nodes, and interfaces for managing and synchronizing
haptics, graphics, and audio in advanced 2D and 3D applications in a hierarchical
data structure. Figure 5.24 shows the overview of the architecture of the Reachin
API.
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Fig. 5.24: A conceptual overview of the architecture developed in the Reachin API
(Adapted from Reachin API) [6])
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The basic mechanism that links all the scene graph components together is the
event handling field network. The Reachin API model handles arendering engine
that uses one single scene graph manager that maintains the integrity of the scene
(Multi-sensory Scene Graph Manager). Through the field network, the API defines
the interaction between objects and other dynamic elementsin the scene. Figure 5.25
shows an example of a scenegraph for a touchable box.

The API has an event handling network that lets them pass messages to one an-
other so that they can respond and change. In addition, some sort of data dependency
and synchronization is needed and is handled by this approach. The event handling
capabilities layer allows one to plug in different modules in a coherent way and to
define one’s own interaction models within the scene graph. As a third layer, the
Reachin API renders objects in pixels by interfacing with the OpenGL Library and
renders forces through the haptic device driver.
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geometry
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Box

Size 0.1, 0.1, 0.1

Material

diffuseColor 1 0 0

Simple
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surface

Fig. 5.25: The scene graph for a touchable box (adapted from Reachin Programming
Manual [6])

5.11.2 Open Source APIs

5.11.2.1 e-Touch

The e-Touch API is the first set of open source, haptic/graphic libraries that appeared
in the haptic community. The API supports the whole family ofPHANToM haptic
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devices and the Delta haptic device from Force Dimension [1]. As an open source
approach, the API is expandable. However, e-Touch is still utilizing the GHOST
API to communicate with PHANToM haptic drivers.

The software design of e-Touch is based on glue and modules. Glue is the set
of foundation components for the API, and the modules are built upon these. The
modules provide an additional set of objects that make it easier for application de-
velopers to add functionality.

An application written using e-Touch divides the application domain into two
parts: the world workspace and the personal workspace. The personal workspace is
used for storing various controls and indicators that are specific to the application,
such as the dashboard, window system with buttons, sliders,and knobs. The central
object in an e-Touch system is the user. The user holds references to all the other
objects that are vital for forces and the graphic rendering process. Unfortunately,
e-Touch API popularity is fading, and very few are still using it since the emergence
of CHAI 3D and H3D.

5.11.2.2 CHAI 3D

CHAI 3D is an abbreviation for Computer Haptics and Active Interfaces. It is an
object-oriented application framework written in C++. This API takes the benefits
of object-oriented application frameworks, such as modularity, reusability, extensi-
bility, and inversion of control, directly to the developers. This API can be classified
as a whitebox framework due to the techniques used to extend it. It relies on object-
oriented language features like inheritance and dynamic binding to achieve exten-
sibility [115]. The design approach is based on class-library sets that are organized
into 9 groups (see Figure 5.26).
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Fig. 5.26: Overall architecture of CHAI 3D [85]
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CHAI 3D is similar to the GHOST SDK in the sense that they can becatego-
rized as mid-level APIs. Both also allow haptics to be decoupled from the graphics.
However, one distinguishing feature is that CHAI 3D is a free, open source API, so
one can easily modify the existing API to support new or prototype haptic devices.
CHAI 3D also supports many commercial devices from companies such as Force
Dimension, Novint Technologies, MPB Technologies, and Sensable Technologies.

Similar to many open source projects, CHAI 3D is not a well-documented li-
brary when compared with other commercial API’s like the GHOST SDK. However,
CHAI 3D is a good start for developing the guidelines needed to build a generic and
extensible framework that allows the integration of software, hardware, and appli-
cation design.

5.11.2.3 H3D

H3D is a haptics application framework similar to the Reachin API, except that it
is an open-source framework. It extends X3D, which is used instead of VRML to
create a virtual environment. H3D also supports a variety ofoperating systems (Win-
dows 2000/XP, Linux and Mac OS X). It is also based on the scene-graph approach,
which is developed entirely in C++ . It is dependent on OpenGLfor graphics ren-
dering and on HAPI (an open-source, cross-platform, haptics rendering engine [2])
for haptic rendering. HAPI adopts various haptic renderingalgorithms and supports
most commercial haptic devices in a similar way to CHAI 3D. Inaddition, H3D is
built using many software industry standards, including STL, XML, and X3D.

5.11.2.4 The MOTIV Haptic Development Platform

The MOTIV Haptic Development Platform is an SDK that offers developers the
ability to add tactile feedback into their mobile device applications (in particular
the Google Android operating system) [185]. The SDK is composed of a library
of pre-designed haptic effects that are directly accessible through the API, which
eliminates the complexities of integrating haptic modality into pervasive devices.
The API works in conjunction with Immersion’s TouchSenseTM technology [186].
MOTIV has three distinguishing features: (1) a UI module that integrates haptics
into the Android OS user interface, (2) a theme manager module that provides a list
of haptic themes to further customize the customer’s device, and (3) a reverb module
that automatically translates audio data into haptic effects.

Table 5.3 presents a comparison summary of haptic APIs, where the “Device
support” field represents the device families (manufacturers) the API supports.
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Table 5.3: Comparison between Haptic APIs

API Open SourceCross platformDevice support Language

Microsoft
DirectInput

No No Microsoft family such as
Xbox 360 controllers

C

Immersion’s
TouchSense

No Yes Immersion family such as
6000 Series, 6100 Series, and
6500 Series

C++

Immersion’s
VHTK

No Yes Immersion family C++

Sensable’s
GHOST

No No PHANToM C++

Sensable’s
OpenHaptics

No Yes PHANToM C++

Reachin API No No PHANToM, Delta, Falcon VRML/C++/Python
e-Touch Yes No PHANToM, Delta C++
CHAI 3D Yes Yes PHANToM, Delta, Falcon C++
H3D Yes Yes PHANToM, Delta, Falcon C++
The MOTIV Yes Yes Android phone C++

5.12 Closing Remarks

Computer haptics deals with (a) the design and development of algorithms and soft-
ware APIs to model haptic physical properties for virtual objects and (b) computing
the interaction forces between the haptic interfaces and the manipulated HAVE en-
vironment. One of the main research and development issues in computer haptics
is dealing with the delivery of collision detection and force response stimuli. Force
response calculation is related to the emulation of the end effector, usually the hap-
tic interface point (HIP), and the penetration depth simulation when interacting with
other objects and/or the physical (haptic) properties associated with the object(s). In
general, researchers have investigated approaches to obtain promising performance
results for the haptic rendering algorithms. These resultsdepend on the number of
DOFs of the haptic display and the sophistication of the haptic models, which are
tightly tied to the used physical formulation and the collision detection algorithm.

Collision detection and rendering algorithms have been comprehensively dis-
cussed in the field of computer graphics. In the context of haptic applications, those
algorithms cannot be directly applied due to their slower update rate when com-
pared to the moderate update rate requirement of 1 KHz for stable haptic interaction.
Graphic rendering algorithms are based on finding collisions among all objects pop-
ulating the virtual world. This is unlike haptic rendering,where collisions occur in
the vicinity of the haptic interaction point (between the haptic interaction point and
the virtual world). This is why haptic rendering algorithmsuse localized collision
computation around the HIP through hierarchical bounding volumes.

In the early stages, haptic application program interfaceswere dominated by
commercial products, such as Immersion APIs, Sensable’s GHOST and Open-
Haptics libraries, and the Reachin API. Later, the need for development of non-
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proprietary software frameworks motivated some open-source, haptic-based li-
braries, including CHAI 3D, H3D, MOTIV API, and e-Touch. Finally, we are cur-
rently witnessing an increased interest in HAVE application development, especially
in the gaming industry.





Chapter 6
Multimedia Haptics

6.1 Introduction

A variety of haptic interfaces and rendering methods have proliferated HAVE ap-
plication development and enabled more immersive and interactive experiences
with virtual and mixed environments. For example, force feedback-enabled surgical
training systems, such asda Vinci1 , and cheap force feedback devices, such as the
Novint Falcon2 (which gives video game players more vivid gunshot feelingsin
shooting games), are available on the market. However, haptic enabled applications
have not yet been widely used nor are they considered easily accessible. A potential
reason for this is the lack of more general-purpose content and its dissemination.
Multimedia haptics research targets this problem by incorporating haptic modality
into multimedia systems in order to more easily create, store, and deliver haptic en-
abled applications and content. This chapter broadly covers haptic content creation,
representation, transmission, and standardization.

As an analogue of audio-visual media, haptic media presentshaptic properties
and data that will result in touch stimuli. It contains the contents that are displayed
through touch as well as the information as to how these contents are arranged in
time when they need to be played back. For example, digital video basically con-
sists of sequences of static pictures and timing information for determining intervals
between these pictures. Although audio-visual media formats are well-established
and deal well with synchronization issues with other media and over network links,
the haptic media is emerging as a new media and has not yet beenwell established
as a widely usable format.

1 www.davincisurgery.com
2 www.novint.com
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6.2 Haptics as a New Media

Haptic media can be divided into two distinctive categoriesbased on whether it is ar-
ranged in time or not; that is, whether the intermedia synchronization of haptic data
is linear or non-linear. Linear haptic media refers to haptic sensations that progress
sequentially in time without any navigational control. This includes recorded move-
ments or cutaneous patterns of touches to the skin, which create experiences of
passive haptic playback. Non-linear haptic media, on the other hand, is spatially
arranged and offers users rich interactivity. This allows them to touch and explore
a haptically displayed object, experiencing a compelling,active haptic interaction
through both force and tactile information.

Essentially, linear haptic media encompasses skillful movements or forces and
events, such as alarms, direction cues, textures, and on-screen motions (like the
bouncing of a ball). One of the most used data types is motion data, which records
positions, velocities, or forces of human body parts. In motor skill transfer appli-
cations, a skillful gesture, such as calligraphy, is captured through force feedback
devices that are specifically designed for the gesture. In the calligraphy example, the
position of the tool-tip corresponds to a pen tip and is sequentially recorded. The
recorded data can then guide a user to follow the recorded path by applying posi-
tion control through the haptic interface. Examples include: handwriting [242, 388],
surgical skills [76, 26], and palpatory diagnosis [175].

Linear haptic media can be represented by a sequential series of actuation in-
tensities, which can be deployed to control a grid of tactilestimulators spread over
an area of skin. The intensity of these touch sensations may correspond directly to
audio and video events in the content. This kind of tactile playback has been applied
in movie and entertainment industries. For example, tactile stimulation was intro-
duced withPercepto, which was used for the 1959 movieThe Tingler, feedback
was provided through vibrating devices attached to the theatre seats. Recently, this
type of haptic media has been widely used due to the development of tactile devices
that can be used for instant messaging [318, 346], movies [206], music [142], letter
displaying [400], directional cues in a car [364], etc.

Non-linear haptic media can take the form of not only force and shape infor-
mation but also the surface properties of an object’s texture (friction, roughness,
stiffness). In this case, viewers navigate in a haptic sceneand feel objects only
by exerting their own agency; they must actively explore theenvironment to feel
the haptic cues. Non-linear haptic media must also encompass object dynamics,
i.e. how they move and behave in response to user input. This can include general
terms, such as mass and inertia, but also more specific ones, such as spring con-
stants defining the travel distance and sponginess of a virtual button. This kind of
representation is arguably best displayed on commerciallyavailable force feedback
devices. Non-linear haptic media is the media type most usedin haptic applications
adopting virtual environments.
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6.3 HAVE Content Creation

The adoption of haptic interfaces in human-computer interaction paradigms has led
to the demand for new tools and systems that enable novice users to author, edit,
and share haptic applications. While there are plenty of standard tools for capturing
and creating audio-visual media in the market (due to its prevalent consumption),
equivalent tools for haptic media are not widely available,and HAVE application
development remains a time consuming experience that requires programming ex-
pertise. Additionally, assigning physical material properties, such as stiffness, static
friction, and dynamic friction, is a tedious and non-intuitive task because it requires
the developers to possess technical knowledge about hapticrendering and interfaces.
There is also a lack of application portability, as haptic applications are tightly cou-
pled to specific devices, which necessitates the use of specific corresponding APIs.
In view of these considerations, there is a clear need for an authoring tool that can
build hapto-visual applications while hiding programmingdetails (API, device, vir-
tual models) from the application modeler.

In this section, tools and methods that can accelerate haptic content generation
are introduced. In a broad view, just as audio and video mediacan be directly cap-
tured from an environment through the use of cameras and microphones, or virtually
synthesized through music synthesizers, 3D modeling, and animation tools, haptic
media can be captured and synthesized in a similar way.

Firstly, haptic media can be recorded using physical sensors. There are a few
studies on the automatic capture of haptic surface properties such as stiffness, fric-
tion, and roughness [214]. In addition, the dynamic properties of haptic buttons
have been acquired by measuring and analyzing the force profiles of real physical
buttons [207]. Movement data can, for instance, be measuredwith a 3D robotic arm
equipped with force-torque sensors or with a motion sensor,such as an accelerom-
eter. As an example, in order to get more involved in a virtualsoccer game, we can
measure the kicking and bouncing collisions of the soccer ball by equipping it with
internal piezo-electric impact sensors. These measurements can then be displayed
to a haptic device [271].

Secondly, haptic media can be synthesized using specialized modeling tools.
Tools for generating audio-visual media in the form of 3D modeling environments
are commonplace, but there have been a few efforts to create modeling tools that in-
tegrate haptic properties into a 3D scene as well. Most of theprevious haptic appli-
cations and contents are developed and generated using haptic SDKs and toolboxes
such as OpenHaptics Toolkit, CHAI 3D, Handshake proSENSE Toolbox, etc., but
it requires significant programming knowledge and skills. SensAble introduced the
Claytools [387] and FreeForm systems [154] to incorporate haptics in the process
of creating and modifying 3D objects. In these systems, the user receives physi-
cal feedback so that it feels as though they are physically sculpting the objects, but
they still do not have the capability to apply haptic properties to the 3D objects.
Reachin Technologies [217] introduced Reachin API as an object-oriented devel-
opment platform that allows users to design haptic scenes byediting VRML-based
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script without programming, but it is not as intuitive as directly manipulating the
scene by touch.

As an example of linear haptic media authoring, Gaw et al. [125] has devel-
oped a software tool that plays video and simultaneously shows and records a user’s
position (with a 3-DOF point device). This enables the tracing of movements in
scenes that involve dynamic human motion (such as orchestral conducting). This
spatiotemporal path can later be played back on a force feedback device, effectively
providing a trace of the user’s original movements in synch with the audio-visual
content. In the tool by Kim et al. [206], tactile video can also be recorded through
gestures made on touch sensors, such as touch pads or touch screens, as shown in
Figure 6.1. Essentially, as a video is played, a user can input patterns of tactile sensa-
tion by making movements on the surface of such a sensor. Thiscreates a sequential
stream of 2D information, which is synchronized with the audio-visual content and
can be used to represent patterns of tactile activation.

Fig. 6.1: A snapshot of the tactile authoring tool [206]

On the other hand, there exist several non-linear haptic authoring tools, such as
K-HapticModeler [336] and HAMLAT [103], providing interfaces that support the
construction of a 3D scene. They allow both haptic surface properties and dynamic
movement properties to be assigned to parts of that scene. HAMLAT is based on the
Blender3 software suite. It is an open-source 3D modeling package with a rich fea-
ture set for creating and editing 3D objects. In HAMLAT, a 3D model is graphically
designed, and haptic properties are assigned to the model through one of the input

3 http://www.blender.org
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panels, as shown in Figure 6.2. Users can check how the assigned haptic properties
feel through a rendering model.

Fig. 6.2: A snapshot of the Blender-based HAMLAT editor withthe haptic ren-
derer [103]

Finally, haptic media can also be derived automatically from analysis of other
associated media. Consider first that music visualization (generating animated im-
agery based on a piece of recorded music) is an example of automatically converting
audio media into visual media [351]. The same can be done for the automatic gen-
eration of haptic media from other media sources. While some associations are rela-
tively obvious, others are potentially more rewarding. Forexample, the trajectory of
a soccer ball or the forces exerted on a race car as it corners could be automatically
extracted from video or animations using image processing techniques [399].

6.4 HAVE Content Representation

The created HAVE haptic contents are temporally and spatially synchronized with
audio-visual media and stored. They will be consumed through a software appli-
cation that interprets and presents the contents through audio-visual and haptic
displays and measures user input to enable interaction. Traditionally, there was
not an apparent distinction between the haptic content and the software applica-
tion, and they were packaged together. When the application behavior needed to
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be changed, either a software update was produced, or the application was totally
re-implemented. However, in many multimedia scenarios there is a clear distinction
between the content and the multimedia player. The two are independent; a player
interprets and displays the content. With this setup, when the content scenario is
changed, only the content is updated, and the player does nothave to be updated.
When a new haptic rendering algorithm or a new haptic device isdeveloped, only
the player or device driver is updated with the new algorithm. In order to separate
haptic content from players, a haptic content framework is necessary to deal with the
content creation, representation, delivery, and consumption. The content represen-
tation method is the most important part because it dictateshow the haptic content
is created, synchronized, and stored. The content is also systematically interpreted
and presented following the representation method.

There have been several attempts to construct a multimedia framework that sup-
ports the easy creation and distribution of HAVE applications based on existing
audio-visual content frameworks. The haptic broadcastingframework by Cha et
al. [69] is based on the MPEG-4 framework and is intended to target broadcast ap-
plications. The MPEG-4 framework uses Binary Format for Scene, which inherits
VRML. The representation method in this framework is very similar to the Reachin
API and H3D by means of using a scene graph. It deals with linear haptic media
too.

In contrast to the simple download-and-play delivery system found in VRML
and X3D frameworks, the MPEG-4 framework supports streaming media, so haptic
media can be streamed and consumed while being downloaded. For example, in
[69] a tactile video is defined to represent a grid of intensities of tactile stimulation
that can be mapped to an area of the user‘s skin and rendered through devices such
as tactile arrays composed of a grid of actuation elements. As shown in Figure 6.3,
four frames of 10 by 4 pixels are illustrated on a timeline. Each pixel corresponds
to an actuator on the glove-type vibrotactile device. In each frame, the whiter the
color is, the more intense the actuation magnitude is. As a result, a user wearing the
glove-type tactile device could feel a stimulus moving fromthe finger tip towards
the wrist, covering more area and getting stronger over time.

Fig. 6.3: A tactile video that corresponds to a set of actuators in a tactile device [69].
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It is very difficult to model a real moving scene with polygonsor voxels, so new
techniques are being developed. Consider, Figure 6.4, which shows a dynamically
changing 3D scene represented using color images and corresponding gray-scale
depth images containing per-pixel depth information. The gray level of each pixel
in the depth image indicates the distance from the camera. The higher (whiter) the
level is, the closer it is to the camera. Since this depth image-based representation
uses images for modeling a scene, a natural video that captures a real moving scene
can be easily generated using stereo matching algorithms ora depth camera, such
as the ZCam (see Figure 6.4). In the research by Cha et al. [68], haptic surface
properties, such as stiffness, static friction, dynamic friction, and roughness, are
represented with images and mapped onto the 3D geometry defined by the depth
images. In order to keep consistency with existing visual media, haptic properties
are represented by 8-bit channels, composing a 24-bit colorimage, and roughness
is represented in an alpha channel in the form of a height map image. Figure 6.5
shows a sample 3D scene and its geometric and haptic components.

255

0

Depth value

Fig. 6.4: A representation of a 2.5D video that has touchablegeometry information
and haptic surface

6.4.1 Haptic Applications Meta Language

The Haptic Applications Meta Language (HAML) is designed toprovide a technology-
neutral description of haptic models. It describes the graphics of the environment
(including the geometry and scene descriptions), the haptic rendering, haptic devices
(the hardware requirements), and application information. In other words, HAML is
the meta-language by which haptic application components,such as haptic devices,
haptic APIs, and graphic models, make themselves and their capabilities known.
There have been at least three foreseeable approaches to implementing and utilizing
HAML instance documents:

1 Application descriptions that define description schemesfor various haptic ap-
plication components. These can be reused in the future to compose similar ap-
plications, given equivalent requirements/specifications.
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3-D Haptic Scene

24-bit color image

8-bit depth image

24-bit haptic image

8-bit height image

Stiffness (8bit)

Static friction (8bit)

Dynamic friction (8bit)

Fig. 6.5: A representation of a 2.5D video that has geometry information to be
touched and haptic surface property images

2 Feature descriptions where the HAML description is obtained from the de-
vice/API/model via a manual, semi-automatic, or automaticextraction and saved
in a storage system for later use.

3 HAVE application authoring and/or composition.

The basic components of the HAML framework are shown in Figure 6.6. The
user interacts with the HAML framework via the GUI componentthat captures the
basic user requirements (the interaction type/device, thevirtual environment compo-
nents, data recording, etc.). These requirements are then passed through the transla-
tion engine, which relies on the HAML schema to “pump-out” a HAML-formatted
document. This document contains a startup/default configuration of the haptic ap-
plication, which is required for the framework to work. The Authoring Agent (AA)
parses the HAML file and dynamically creates the haptic application by selecting
and composing components - haptic device, rendering engines, collision detection
engines, graphic components, and APIs - that meet the specifications defined in the
HAML file. Notice that the HAML repository stores HAML-formatted descriptions
for all available devices, all haptic and graphic APIs, and all related information.

Technically, HAML is an XML-based schema meant to describe HAVE applica-
tions. The HAML schema is instantiated for compatibility with the MPEG-7 stan-
dard through the use of description schemes (DSs). The HAML structure is divided
into seven description schemes: application, haptic device, haptic API, haptic ren-
dering, graphic rendering, quality of experience, and haptic data descriptions. More
details about HAML can be found in [102]. An excerpt of a HAML document is
shown in Figure 6.7.

Figure 6.7 demonstrates four DSs of the HAML structure: the application, the
author, the system, and the scene. The application and author DSs organize high-
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level and general considerations of the haptic application, such as the application
name, type, and author’s name and contact information. The system DS describes
the computer specifications (processor, operating system,network card, etc.) and the
device/SDK/API support. Finally, the scene DS provides an object-based descrip-
tion of the graphic and haptic scenes. The scene comprises one or more objects,
each identified by its type, location, orientation, geometry (model vertices and mesh
topology), appearance, and haptic properties (stiffness,damping, friction).

6.5 Haptic Media Transmission

Most non-linear haptic media data is small in size. Stiffness and friction can be rep-
resented by scalar values. Roughness can be represented by parameterized scalar
values or a gray scale image. Dynamic parameters for describing haptic widgets
such as buttons, are scalar values. Since these values are static and spread over
surfaces, their data representations in a whole virtual environment are significantly
smaller than the geometric data and audio-visual media. However, non-linear hap-
tic media in tele-collaborative haptic environments pose new challenges at both the
application and communication (networking) levels. Haptic interaction requires si-
multaneous interactive input and output through the hapticdevice with an extremely
high update rate (up to 1 kHz). At the application level, improvements to consistency
assurance, access control, transparency, and stability are undergoing extensive re-
search. At the networking level, key quality of service parameters, such as network
latency, jitter, packet loss, scalability, and compression, have been investigated and
researched. This section fills the gap of understanding the characteristics of haptic
interaction over a network and when multiple users are simultaneously interacting
with the same environment. In the following subsections, the research about tele-
collaborative haptic environments will be broadly introduced.

6.5.1 Classification

In the last few years, research has moved to include more implementations of shared
virtual environments with the inclusion of haptics. Thus, applications on the imple-
mentation of these scenarios have been extended from training and education to
gaming. This has lead to a heterogeneous taxonomy or terminology for the differ-
ent architectural styles of haptic applications. One classification of these interaction
modes is presented in [95]. The authors identify three classes of shared environ-
ments: (1) static environments where the user can browse a stationary environment
by feeling the haptic information stored in a document, website, database, etc., (2)
collaborative environments in which users alternate in manipulating a shared envi-
ronment, and (3) cooperative environments where users can simultaneously interact
with the same object and feel their mutual force feedbacks.
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There have been several taxonomies to classify haptic-based applications. For in-
stance, the authors in [119] differentiated two types of interactions: independent and
dependent. Independent interaction is the user interaction of multiple users within
the same virtual scene that does not produce forces between users. Unlike indepen-
dent interaction, and similar to a stand-alone interactionin terms of touch, depen-
dent interaction exists when considering two or more users’interactions. New types
of dependent interaction appear when considering two users’ interactions (extend-
able to more than two users): user-user (mutual touch), user-object-user (cooperative
task) and user-object-object-user.

Another classification that is based on the energy exchangedbetween users is
presented in [314]. The authors classify haptic environments as either unilateral or
bilateral. In the unilateral interaction, an operator is interacting by means of a haptic
device, and the interaction data is sent to different sites to reproduce the operator’s
actions so that other users will feel the operator’s manipulation. However, the oper-
ator does not receive haptic feedback from the other users. In bilateral interaction,
all users can feel the other users’ interactions. This obviously increases the sense of
co-presence between users. In general, the haptic sensation felt by a remote user is
indirectly computed and perceived through virtual scene modification.

In this context, many terms have been used to refer to multi-user virtual envi-
ronments, including Collaborative Haptics [268], Shared Haptic World [156], Col-
laborative Haptic Virtual Environments [181], Cooperative Haptics [58], Distributed
Haptic Virtual Environments [353], and Collaborative Haptic Audio Visual Environ-
ments (C-HAVE) [341]. When the haptic application disseminates over a network,
the environment is addressed using several terms, such as Distributed Haptics [176],
Tele-Haptics [342], and Networked Haptics [357]. Here we adopt two classes to
describe the works in collaborative haptic environments inorder to eliminate any
ambiguities due to terminological conflicts.

We will use the term Collaborative Haptic Audio Visual Environment (C-HAVE).
However, under this class, the transmission of haptic information over a network,
either dedicated or non-dedicated, will be referred to as the Networked Haptic En-
vironments (NHE) subclass. The term will reflect the networking aspects of haptic
data communication without considering collaborative scenarios.

6.5.2 Collaborative Haptic Audio Visual Environments

C-HAVE can be either networked or non-networked (standalone). Standalone C-
HAVEs involve at least two entities interacting with a shared environment via two
haptic interfaces. The environment comprises real, virtual, or a combination of both
types of objects (augmented reality). In a standalone environment, both the environ-
ment objects and the state of the environment are stored locally. The fundamental
concept here is to develop a realistic haptic/graphic modelwhere tasks require mul-
tiple points of interaction, such as when grasping an object. The human-computer
device interaction can be managed either in a synchronous orasynchronous fash-
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ion. The main issue is the synchronization and coordinationbetween the haptic and
graphical rendering loops.

The participants in the collaborative environment can be either passive or active.
Active participants can apply manipulation forces and feeland observe the effects
of actions by other users in the environment. Passive users,on the other hand, are
viewers who can see and feel changes of the states of the environment but cannot
alter its objects. In some cases, passive users’ participation is limited to only acoustic
and/or visual feedback.

The medical field is one example of an application field for such types of en-
vironments. In this context, there is the Virtual Haptic Back (VHB) project de-
veloped between two Ohio University departments: Engineering and Osteopathic
Medicine [175]. It is a series of computer-based haptic simulations of the human
body that assist students in the learning of palpatory techniques. The VHB system
requires dual PHANToM 3.0 haptic interfaces, one for each thumb.

Fig. 6.8: A generic architecture of a Collaborative Haptic Audio Visual Environment

Figure 6.8 does not reflect the physical distribution of the nodes or the databases.
For instance, the virtual objects database can be distributed over the participant host
machines (objects that are owned by a node can be stored locally in that node). The
diagram presents the logical architecture of the collaborative haptic environment.
Notice that the two databases are dynamic because new participants and/or objects
can join or leave the environment at run-time. The participant’s database stores the
identification information of the nodes (such as logical identifiers and IP addresses)
that are currently interacting with the environment. Furthermore, the participant’s
database contains the QoS parameters associated with the links between all the con-
nected nodes. The virtual objects database contains all theinformation about the
objects that are populating the environment. This information includes the object
identifier, owner identifier, static properties of the objects (shape, color, size, etc.),
and dynamic properties such as position, orientation, and velocity.
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The concept of sending haptic information over a network is referred to as “tele-
haptics”. Tele-haptics occurs when two users (for examplesuser A and user B), who
are located at remote locations, use haptic interfaces to connect over a communica-
tions network. Each user is presented the same shared environment where he/she
sees the environment and the two participants’ avatars. Forinstance, whenever one
of the users moves his/her haptic stylus, the avatar of that user changes its position
in the local host. This new position information is sent to the other party (user B)
to update the position of the avatar on the remote host. Therefore, the consistency
between what each user sees will be assured. The same thing occurs when a haptic
device avatar collides with an object in the environment; the new environment state
will be sent to the remote host to resynchronize the two instances of the environ-
ment.

6.5.2.1 Issues in C-HAVEs

Most of the work performed has been focused on collaborationover a LAN or the
Internet using a best-effort channel. In information technologies, there is an un-
avoidable time delay. LAN networks also experience this delay, although such a
delay can be considered negligible (orders of microseconds). Moreover, it is not
a fixed delay time. Every time a packet is sent, it can be received earlier or later
than the previously sent packet. The variation of the network delay is known as
jitter. Related to the fact that several streams of data may be circulating over the
network, users may be exposed to lost or out-of-order packets. Another factor to be
taken into account is the available bandwidth and throughput to deliver information.
When designing C-HAVE applications, the following points should be considered
as guidelines:

Stability: This is always a key design consideration in any haptic system, and
C-HAVE applications are no exception. Unwanted vibrationsand unbounded forces
are not only distracting but are also potentially unsafe forthe human operator, es-
pecially in medical applications [291]. Many network impairments, such as delay,
jitter, and packet loss, can easily result in unstable performance.

Fidelity: Haptic fidelity represents the quality of haptic sensations over a net-
work. Theoretically, 100% application fidelity means that the user feels the remote
user/environment as if they are local and touched directly by a user [401].

Heterogeneity: It is quite reasonable to assume that a typical networked C-HAVE
application contains a pool of heterogeneous haptic devices with which users can
interact with in the shared environment. Modeling and interacting with a haptic
device should depend upon many of the device’s attributes, such as the number of
degrees of freedom, the minimum and maximum forces, the workspace, and so on.
Therefore, designing an abstract device-independent environment is the subject of
recent research.

Scalability: Scalability measures the ability of a system to support a large number
of participants. The issue of scalability in C-HAVE applications is different from
that in virtual environments. In a typical virtual environment scenario, thousands
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of users participate in a shared environment and can see and hear each other and
the environment (for example in a virtual game environment). On the other hand,
scalability of C-HAVE applications is limited to just a few users. We argue that the
maximum number of collaborators in C-HAVE applications is 10 active participants.
This is similar to what we encounter in the real world where itis unlikely that more
than 10 users will co-touch the same object simultaneously.For example, in a C-
HAVE Tele-surgery application there is a limited number of surgeons engaged in
co-touching the patient.

Consistency: The concept of consistency implies that all the participants are ex-
periencing the same exact state of the environment; what they view, hear, and feel
is synchronized across all the participants. The consistency should be maintained at
two levels: the graphic level and the haptic level. At the graphic level, the graphics
of the distributed haptic application should have the same state for all the partici-
pants at any given time. At the haptic level, each participant should feel the same
haptic interaction forces depending on the interaction paradigm. Furthermore, the
consistency between the haptic, audio, and video scenes should also be maintained.
Finally, consistency means that the application maintainsa coherent state and re-
solves any conflicts arising from multiple users co-touching the same object.

Implementing a consistency assurance mechanism is an essential task when it
comes to developing any peer-to-peer distributed virtual environment application.
Such a mechanism is responsible for ensuring that every nodeparticipating in the
C-HAVE application keeps a consistent view of the environment.

When it comes to consistency, distributed applications can be organized into two
categories: discrete and continuous applications. Discrete applications change their
state only in response to user-generated operations. Examples of such applications
include distributed white boards and shared drawing tools [1]. Continuous applica-
tions, on the other hand, not only change their state in response to user-generated
operations, but also to the passage of time. Examples of these applications include
multiplayer games and distributed virtual environments ingeneral.

The most popular consistency assurance mechanism used for such applications is
Dead Reckoning (DR) (especially in gaming). In Dead Reckoning, it is assumed that
the behavior of each object over time is predefined. The object state is locally mod-
ified by combining the received updates from networked participants to maintain
consistency of the environment. The resulting state is calculated with respect to the
one that could have been obtained from the DR algorithm. If the difference between
these two states is larger than a preset threshold, an updateis broadcast to all partic-
ipants. The main difficulty with this algorithm is its potential to produce short-term
inconsistencies during the transmission of an update destined to correct the error in
the predicted state. To solve the problem of inconsistency,Mauve has proposed an
alternative approach that uses the local lag and the timewrap algorithms [389].

Consistency mainly depends on the following factors: user actions, the virtual
scene, and network conditions. Firstly, a virtual scene canhave static and/or dy-
namic objects (i.e. objects that can be virtually manipulated). Secondly, the user
interaction within a virtual scene can include touching a static object, pushing a
dynamic object, or grasping an object.
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Local Lag Algorithm: In the local lag algorithm it is assumed that each opera-
tion is qualified with two timestamps: the time when the operation is issued and the
time when the operation should be executed at all nodes concurrently. The differ-
ence between these two timestamps is called the lag value. Figure 6.9 summarizes
this concept. As it can be clearly deduced, the longer the local lag value, the less
responsive the system will seem, however, using this algorithm, the local copy of
the simulation on each node will be more consistent.

Site 0 Site 1 Site 2

Lag

Lag

Fig. 6.9: The local lag concept

Choosing an appropriate lag value is important in order to balance the responsive-
ness of the system and its consistency. Mauve proposed the use of a constant local
lag throughout the execution of the application [389]. The local value is extracted
from two values: the maximum of the average network delays among all partici-
pants and the maximum allowable response time of the application. The latter value
is obtained from psychological tests and is more or less subjective [278]. Chen has
also proposed an adaptive approach for choosing the local lag value [74]. Using sta-
tistical sampling, the next minimum duration of network latency is estimated, and
the local lag value is corrected accordingly.

Timewrap: Local lag by itself cannot solve the entire consistency problem. There
will always be times where, due to jitter, packet transmission takes longer than the
local lag time. In this case, these packets are processed locally before being pro-
cessed by the other participants, resulting in inconsistencies. Mauve proposed the
timewrap algorithm in order to deal with such short-term inconsistencies, thereby
ensuring complete consistency for all the participants [18]. The timewrap algorithm
involves periodically correcting any short-term inconsistencies by rolling back each
loop to a base state where all the operations are received or locally produced, and
the base state occurrence is re-executed. This can be summarized in the following
steps:

• Receive an operation or produce an operation locally.
• Save the received or produced operation in the operation list in ascending order

according to its t*, where t* indicates the time the operation should be executed.
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• Save the state of the system, St, in the state list according to t, where t is the time
when St was the state of the system.

• Every T milliseconds, where T is a preset period of time, perform the following:

– Retrieve the base state Si, where Si was the state of the system T milliseconds
ago.

– Perform all the operations stored in the operations list between the time of Si
and the current time by applying them to Si according to theirchronological
order indicated by t*. Each time an operation is applied, thenew state replaces
the old one in the state list.

Safety: The haptic device should not cause any harm to the user. A C-HAVE
application can become unsafe if the haptic device becomes unstable. In such a
case, the application is completely useless!

Network Latency: When transmitting over a non-dedicated network such as the
Internet, data packets might be delayed by buffering, processing, transmission, or
propagation. This delay varies depending on the physical distance between the com-
municating parties and in accordance to the state of the communication network.

Fukuda et al. [121] aim to solve the problem of distant hapticinteraction. Their
system is based on the idea discussed in [256] in which force feedback degraded
when the delay was about 30 ms. Abrupt forces occurred due to the fact that the force
is computed in proportion to the interpenetration between the haptic device and
virtual objects. With excessive delays, the penetration depth can be very large, which
results in excessive forces applied by the haptic device. Inthis research, a new haptic
network-tolerant force-feedback algorithm is proposed todeal with these excessive
forces. A basic task of manipulating a virtual object along atrack is reported, and the
results suggest force feedback is adequate under the condition of the 100 ms delay.
However, this system fails to handle the problem of distributed synchronization.

The delay is critical for applications that involve situations such as multiple users
lifting a virtual object together. In [75], the results showed that when the round-trip
is less than or about 300 ms, the synchronization control forthe shared virtual object
motion is effective. However, the haptic interaction is affected. At 120 ms, round-
trip forces were somewhat oscillatory, and that led the participants to release the
virtual object. This is one example of how a network delay maybe acceptable in
terms of visualization but not for realistic haptic feedback.

When collaborating in a distributed haptic assembly simulation, laboratory test
experiments show adequate haptic interaction for delays ofless than 60 ms [292].
For larger delays, haptic interaction in the case of collisions between the grasped
objects may be affected. An experiment was carried out between Labein (Spain) and
Queen’s University, Belfast [182] with a 53 ms round-trip delay, and the results were
satisfactory. In [203], during a cooperative session, the round-trip delay between
MIT, Boston and UNL, London was about 90 ms. Various techniques for reducing
the transmission delays have also been presented. For example, a damping factor
and an algorithm for collision prediction were added.

Many authors believed that a latency of greater than 60 ms prevents usable col-
laborative haptics [340]. However, Shen et al. [341] found that, considering only
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solid objects, a 90 ms round trip latency was the threshold for haptic device sta-
bility. In addition, the authors in [47] have shown that withspecialized physics, in
surgical environments with soft objects, round trip latencies of 320 milliseconds
can be accommodated. This implies that locations on opposite sides of the globe
can share haptic environments.

Network Jitter: In any network environment, there is no fixed delay for packet
transmission. Every time a packet is sent, it can be receivedearlier than the previ-
ously sent packet. The variation of the network delay is known as jitter. It has been
shown that jitter has the greatest impact on coordination performance when the la-
tency is high and the task is difficult [281]. From the user’s perspective, the effect
of jitter - with a fixed network delay - makes him/her feel thatthe object’s mass is
variable [158].

One way to smooth the jitter has been proposed by Gautier et al. [123] where
messages are multicast to all participants who share a synchronized clock. A times-
tamp is attached to each updated message, and at the receiverside the processing of
the received packet depends on their timestamps and not their time of arrival. This
approach has two main advantages: the ease of implementation and the application
independence. However, these advantages come at the cost ofan increased overall
delay.

Packet Loss: Packet loss occurs due to deficiencies in network operationand re-
sources, which are mostly caused by network congestion (an overwhelming increase
in the amount of traffic that goes into the network). Additionally, the queuing strate-
gies that are implemented in intermediate routing nodes determine the conditions
and the rates at which packets are discarded.

When dealing with position information, the loss of packets causes a small dis-
continuity in the object’s position as felt by the remote collaborator. However, the
loss of large bursts of position packets can easily impede and distract collaboration.
Therefore, transport protocols prioritize transmitted packets and treat them differ-
ently based on their corresponding importance. For instance, packets that need re-
liability (usually named key update messages), such as a packet reporting a col-
lision between the shared object and another object, are usually delivered using
acknowledgment-based approaches (either positive or negative acknowledgment) to
ensure reliable and timely transport. On the other hand, packets that do not require
reliability, such as transient position information, are sent using pure best-effort ser-
vices such as UDP.

The main effect of packet loss is that it minimizes the force feedback effect on the
shared environment objects by reducing the intensity of theforce [354]. Eventually,
it leads to a desynchronized environment mainly by desynchronizing the objects’
locations [158]. Furthermore, packet loss leads to considerable jitter, which in turn
causes rebound or vibration forces that lead to instability.

Haptic Rendering: Not only is consistency a challenge, but providing reliable
and compelling haptic interaction is as well. On the one hand, there needs to be
fast computation for consistency so unstable haptic feedback is avoided [24]. On
the other hand, the high update rates of haptic feedback along with network delays
degrade the force rendering performance. The case of very precise synchronization
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exacerbates the problem of unstable haptic rendering. For instance, the case of two
users manipulating the same deformable object, where each feels the influence of
the other user on such an object, has been shown as a stable interaction [24].

When an operator is interacting with a remote environment, due to the network
delay, a virtual object can be penetrated before its correctposition is received, which
may result in rebound or vibration forces [354]. In the case of great distances, such
as in undersea and outer space operations, it is challengingto maintain stability in
force feedback. Therefore, maintaining high update rates in the haptic servo loop,
combined with the complexity of the sensory motor system, makes haptic rendering
one of the most challenging issues to be addressed.

Latecomer Support: One of the major issues that applications in shared envi-
ronments need to address is the ability for participants whoarrive late to join an
ongoing simulation. Existing approaches for latecomer support have been maturely
investigated using audio and/or visual media and are usually handled by either the
transport protocol or by the application itself (at the application layer). However,
applying the same mechanism for haptic simulation has not yet been widely inves-
tigated and needs further research.

6.6 Architectures for C-HAVE

Fundamentally, there exist two network architectures for remote haptic collabora-
tion, namely the client-server architecture and the peer-to-peer architecture, in ad-
dition to several other hybrid architectures (as elaborated in [243]). These architec-
tures, particularly when incorporating haptic interaction, have two major concerns:
consistency and responsiveness (as a result of network reliability, delays, and/or
jitters).

Client-server systems provide high consistency; however,they suffer from low
responsiveness. Due to the fact that haptic applications require high responsiveness,
most collaborative haptic applications use the peer-to-peer distribution model. In
order to compensate for lower consistency, several consistency control algorithms
have been proposed to synchronize how the collaborative environment is shared
and manipulated by distributed participants [248]. The goal in the design of HAVE
applications is to find the best tradeoff between responsiveness and consistency.
Furthermore, important factors shall be considered in the design process, such as
object scalability, heterogeneity of haptic devices, and stability and safety of haptic
interfaces. This justifies why many researchers are investigating the suitability of
hybrid architectures for HAVE applications, where both architectures are combined
in order to control the tradeoffs between consistency and responsiveness.
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6.6.1 Client/Server Architecture

The client-server architecture is composed of a centralized server and one or more
clients that are connected to the server via a computer network (as shown in Fig-
ure 6.10). The server maintains the simulation of the sharedhaptic environment
and updates the clients with environment changes. The clients receive the rendered
simulation (graphic and/or haptic rendering) that they canview and interact with.
Any interactions between the clients and the simulation environment (graphic and/or
haptic) have to go directly to the server that updates the state of the simulation ac-
cordingly and eventually sends these updates to all the clients to update their local
representations of the environment. As for haptic interactions, each client sends the
time-stamped haptic device position and receives the interaction forces that should
be applied by the haptic display (device). That is, the haptic rendering, including
collision detection and force computations, take place at the server side.

Client

Client Client

Client

Network

Server

Fig. 6.10: The client-server architecture for tele-collaborative haptic applications

The client-server architecture’s distinguishing featureis its ability to maintain
consistency among participants, as the application state is stored and maintained by
a central server [243]. Therefore, managing and updating the shared environment for
all clients is straightforward, and usually synchronization of the client’s view is not
a major issue. Additionally, many researchers argue and have demonstrated that this
architecture generates acceptable levels of latency and jitter [243]. Furthermore, the
fact that the environment is completely controlled by a central server simplifies the
start-up of applications, particularly if we consider latecomers joining the applica-
tion environment. A latecomer does not need to contact everynode in the network to
inform them about their presence or to compose the state of the shared environment.

On the other hand, the client-server approach suffers from afew limitations. First
of all, the architecture is characterized by limited responsiveness. That is, all inter-
actions between any two clients have to go through the central server, which results
in excessive delays and jitter are considered a major issue due to the fact that they
cause haptic interface instabilities in haptic applications with strict communication
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requirements. This is not tolerated in most haptic applications. Second, scalability
is another major issue in the client-server architecture since adding too many clients
makes the server a bottleneck. Third, centralization meansthat the system has a sin-
gle point of failure problem; if the server fails, the application will be inaccessible
to all the clients. Furthermore, clients will not be able to communicate among each
other because all communications have to go through the server. Finally, consider-
able client resources are being wasted because clients can provide plenty of pro-
cessing and/or storage power of their own. The client-server architecture requires a
high-duty server that is able to process complex computations and service all clients
with minimum processing delays.

6.6.2 Peer-to-Peer Architecture

In the peer-to-peer architecture, every participant (or peer) maintains a local replica
of the HAVE application with which the client interacts and views. Therefore, the in-
teraction with the HAVE application is happening locally, so it is considered of high
responsiveness. However, each peer should communicate itsinteractions and up-
dates with all other peers in the network to maintain the consistency of the environ-
ment view across all network peers, as shown in Figure 6.11. The major advantage
of the peer-to-peer architecture is high responsiveness since there is no interaction
between the client and a server. This is the reason why several HAVE applications
adopt the peer-to-peer architecture [181, 308]. Furthermore, peer-to-peer architec-
ture makes better use of the distributed client’s resourcesdue to the distribution
of processing and storage load across the network peers. In atypical peer-to-peer
network configuration, the following interaction procedure occurs:

• Each peer runs and maintains the simulation locally and interacts through the
haptic device with the end user.

• As a result of user interaction, the client updates the virtual environment, calcu-
lates the reaction forces locally, and renders the interaction forces directly to its
end user. The client might incorporate any received update messages from other
peers into the haptic and/or graphic rendering of the local view of the HAVE
application.

• The client broadcasts an update message to all the network peers to update their
local views according to the client’s interaction.

• Other peers receive and handle the update messages by updating the state of the
application according to the new updates from all other peers and generate a
new local state of the application. Notice that for realistic haptic interaction, the
update rate should be as high as 1 kHz, which is achievable in this case because
the haptic rendering loop is completely local for every peer.

Responsiveness and scalability are the distinguishing features of peer-to-peer ar-
chitecture, and that’s why it is the most commonly used architecture in haptic appli-
cations. However, maintaining the environment consistency is not a trivial task since
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Fig. 6.11: The peer-to-peer architecture

the state of the environment is computed by each client individually and eventually
delivered to the peer clients. Furthermore, the peer-to-peer scheme consumes signif-
icant network bandwidth due to the huge traffic generated by clients communicating
their states with other participants. Finally, the procedure for latecomers joining the
application is not as intuitive as in the case of the client-server architecture. Late-
comers need to communicate with all other peers in the network to compute the
current state of the environment and generate a consistent view of the application.

6.6.3 Hybrid Architecture

To inherit benefits from both client-server and peer-to-peer architectures, hybrid ap-
proaches have also been proposed. For instance, one approach requires the use of a
Lock Manager server. In order to interact with a particular object in the environment,
a participant has to request to lock the object from the Lock Manager [159]. If the
object was not locked by another participant, the permission is granted and the in-
teraction will take place. The interactions with the lockedobjects are communicated
with all the peers. Therefore, consistency is guaranteed, but the approach is limited
since only one user is interacting with an object at a time. Thus, this approach is
not applicable to applications involving simultaneous user interaction with the same
object.

The Synchronized Interaction Request Resolving (SIRR) architecture is pro-
posed in [342] to handle multiple users simultaneously interacting with the same
object. In the SIRR, when multiple users intend to co-touch acommon object in
the environment, a central server (called the interaction manager) is used temporar-
ily to organize such an interaction. The central server maintains and manages the
state of the shared object during the interaction. The new state of the object is then
communicated to all the participants.
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Another hybrid architecture, proposed by Marsh et al. [243], is to use a roaming-
server. This means that a server that acts as a simulation engine is strategically
placed at each local area network. Clients connecting to thesystem will choose
their closest simulation engine (the one residing on their local network). Therefore,
the client-server approach is adopted within the local areanetwork to keep delays
minimal, and the peer-to-peer approach is adopted for the inter-server communica-
tion (across different local area networks). Consistency is easily ensured within the
same local area network. If a short period elapses with none of the users interact-
ing with any object in the environment, all the servers are re-placed in an inactive
state [159].

6.7 Communication Frameworks for C-HAVE Systems

The problem of communicating multimedia data that incorporates haptic data has
been the subject of research for the last decade. There have been three branches in
handling this research subject: (1) improve the control mechanisms at either ends of
the communication to accommodate the unpredictable behavior of the network, such
as through the use of delay compensation techniques [158], jitter smoothing algo-
rithms [281], or haptic data compression (application level solutions), (2) designing
novel transport protocols or adapting existing ones for haptic data communication
(transport layer solutions), and (3) designing statistical multiplexing communication
frameworks (application level solutions) to handle the communication of multiple
media, including the haptic media.

6.7.1 Compression and Control

As previously discussed, the data for non-linear haptic media that stores haptic sur-
face properties, etc., is small in size, and once it is transmitted, it does not need to
be transmitted again until the properties are changed. Linear haptic media, such as
position, velocity, acceleration, force, torque, etc., ismuch smaller, but its transmis-
sion rate must satisfy the 1kHz critical condition. Since its update rate is very high
compared to audio-visual media, its bit rate (the number of bits that are conveyed
per unit of time) is also quite high, so linear haptic media needs to be compressed.

In the early stages of haptic media compression, a stochastic approach was ex-
ploited based on the fact that the changes between each sample value of linear haptic
media, namely position, velocity, and force, are considerably small. With a DPCM
(Differential Pulse Code Modulation)-based compression scheme data can be sig-
nificantly compressed by reducing the required number of bits [157]. This scheme
transmits the initial value, and then only the differences are quantized and trans-
mitted. At the receiver side, a current value can be restoredby adding the current
difference value and the previously stored value. Since thedifference values are
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much smaller than the original value, the number of bits needed to quantize the
transmitted values can be reduced. However, packet loss cansubstantially affect the
very sensitive linear haptic media, therefore, the exact value should be sent within
a certain time period. Shahabi et al. [337] extended this work and adopted ADPCM
(Adaptive DPCM); the difference values get bigger as one moves the haptic device
faster, so the quantization step size becomes larger to accommodate this fast motion.

Statistical approaches help to reduce the whole amount of data to be stored or
transmitted, especially when there are many haptic devicesinvolved in an applica-
tion and a huge amount of data needs to be dealt with. However,if real time appli-
cations such as tele-operation and tele-presence systems are taken into account, the
1kHz update rate requirement for better fidelity and stability makes it less efficient
in terms of the amount of data, and even maintaining the stability of the application.
For example, 3-DOF velocity data can be represented by 12 bytes by assigning 4
bytes to each component. If this data is transmitted throughthe Internet, UDP/IP
can be used to carry the data, and the header size is 24 bytes per packet (20 bytes
IP, 4 bytes UDP). Because of the 1000Hz update rate, every sample of the velocity
data needs to be immediately transmitted, and the network resources end up being
abused by the overhead headers of the network protocol. Thismotivated the advent
of the perception-based deadband approach [164].

Based on Weber’s law, the perceptible difference of stimulus intensity is a well-
known psychophysical finding that is represented as a proportional relationship with
the size of the base stimulus intensity. For example, consider a person holding a
weight of X grams as a reference. By gradually adding weight,they would then
only perceive a weight difference once a weight of Y grams is added. If the reference
weight is doubled to 2X, 2Y grams is needed to notice the weight difference. It can
be written as:

∆ I
I

= k, (6.1)

where I is the base intensity of stimulation and∆ I is the added intensity required
for the difference to be perceived, called the Just Noticeable Difference (JND). The
constant is called the Weber constant and varies with stimulus types and receptors.

In this approach, a sample of haptic media is sent first, and another sample is sent
whenever the intensity difference exceeds the JND. If the difference is not percepti-
ble or is lower than the JND, the current sample is dropped andnot transmitted. On
the receiver side, during the time interval where no new packet arrives, a modified
‘hold last sample’ estimates the current sample based on thetime interval and the
last sample received while considering the passivity/stability of the whole system.
This method was applied to a tele-operation system that useda 1-DOF haptic de-
vice in [164]. The measured velocity was transmitted from OP(operator) to TOP
(tele-operator), and the measured force was transmitted from TOP to OP for the
force-feedback control loop. They could set the Weber constant to 10% with sub-
jects barely noticing or not being disturbed at all, and the packet rates of velocity
and force were reduced by 25% (velocity) and 5%(force) of theoriginal rates of
1000 Hz. The modified ’hold last sample’ to guarantee the stability is further intro-
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duced in (Hirche2005) and (Hirche2005a). The stability issue is further investigated
in [216, 167, 166].

This approach was then applied to 3-DOF cases by introducinga sphere-shaped
dead zone [163, 161]. In this case, the sample difference wasrepresented as a 3-
dimensional vector, and the sample was transmitted only when the difference vector
was outside of the dead zone. They could achieve 75% and 90% reductions of the
packet rates with Weber constant values of 20% and 5% respectively, with subjects
barely perceiving the degradation of the interaction quality.

The packet rate reduction could also be increased by adding aprediction algo-
rithm. The predictor predicts the next sample of haptic media by extracting the pre-
dicted value from the current sample. Since the same predictors are used on both
sides of the tele-operator system, the receiver side uses the predicted value when
packets do not arrive [162, 407, 199]. However, the prediction can be substantially
degraded when the signal is affected by noise, especially for velocity predictions that
are derived from the position data that already contain noise. Hinterseer et al. [165]
adopted a Kalman filter to reduce the noise level before prediction is applied. They
could considerably reduce the packet rate of velocity whileensuring that the force
was not affected significantly.

Furthermore, Zadeh et al. [406] investigated how the velocity of a hand move-
ment affects the force JND. In their preliminary experiment, they found that for
low velocities (0.03-0.05m/s) the average force JND opposed to the movement is
51mN, and for high velocity (0.22-0.28m/s) it was 97.7mN. The aid force (force in
the same direction as the subject’s hand movement) JND was 49.6mN and 89mN,
respectively. Based on this finding, while the user’s hand isin motion, the force JND
increases so that there is more room for increasing the compression rate. Kammerl
et al. [200] modified the previous perception based compression scheme based on
this finding by using a modified Weber’s law:

∆ I
I

= k+αJ, (6.2)

whereJ is a dependent stimulus intensity that affects the base stimulus intensity
I , andα is a constant. They applied this to velocity and the force haptic factors and
obtained the size of the applied velocity-adaptive deadband bounds with:

∆i = (k+α · |ẋi |) · | fi−m| , (6.3)

where|ẋi | and|ẋi | are the velocity and the force respectively. Also,i is the cur-
rent time andm is the time when the last packet was transmitted. In their experi-
ment, they could achieve an additional data reduction of up to 30% compared to the
previous Weber-inspired approach without perceptibly impairing the quality of the
force-feedback interaction.
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6.7.2 Transport and Network Protocols

Only a few communication protocols have been designed for multimedia applica-
tions since it is difficult to capture the widely varying requirements of different me-
dia into one generic protocol. The generic transport-layerprotocols (namely Trans-
port Control Protocol (TCP) and User Datagram Protocol (UDP)) are used by sev-
eral multimedia applications. Only a few protocols have been proposed and evalu-
ated for haptic applications (such as SCTP, Smoothed SCTP, Light TCP, RTP/I, and
STRON).

TCP provides several services that have a negative impact onhaptic applications,
including error control, sequence control, loss control, and duplication control. If a
haptic update is lost during transmission, all the updates that follow will be need-
lessly buffered on the receiver side while network resources are being exhausted in
order to re-transmit an obsolete one [98]. UDP does not suffer from any of the draw-
backs of TCP, however, it does not fully suit the reliabilityrequirements of haptic
applications [98]. For instance, UDP has lower jitter and nobuffering delays be-
cause it does not resend lost packets [98]. Nonetheless, UDPremains the most pop-
ular transport layer protocol for real time applications and has consequently been
used as the transport protocol for many haptic data communication instances.

The Synchronous Collaboration Transport Protocol (SCTP) is similar to the UDP
protocol in that most of the messages are sent unreliably. What differs is that key
messages are sent reliably. It also differs from UDP in that sequence numbers are
used for packet ordering. For each key message, a timer is set, and if a timeout
occurs before receiving the acknowledgement of the messagein question, it is resent
as a key update [347]. It has been proven that for collaborative applications, SCTP
performs better than protocols with negative acknowledgments [347].

The Smoothed SCTP protocol adds a jitter smoothing mechanism to the SCTP
protocol. On the sender side, the Smoothed SCTP and regular SCTP protocols are
the same. However, on the receiver side, each received update is placed in a “bucket”
according to its timestamp. The receiver constantly checksfor updates that have
been sent at a constant rate (measured in milliseconds), andin the case that an update
is found, it is retrieved from the “bucket” and forwarded to the application [98]. This
means that all updates, including the ones generated locally, are processed with
constant delays (δ t).

Light TCP is inspired from TCP and supports the concept of message obsoles-
cence. The sender queue accepts update messages from the application and pro-
cesses them as follows [98]: (1) a key update is placed at the end of the queue and
marked as a key message in order to prevent it from being erased, (2) a normal
update can replace older normal updates for the same shared object, and (3) unac-
knowledged update messages are placed back in the queue if nonewer updates from
the same object have been produced by the application. At thereceiver, a received
update is immediately forwarded to the application if its sequence number is bigger
than the last received update’s sequence number, otherwiseit is dropped. There is
no buffering.
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The Real-Time Protocol for Interactive applications (RTP/I) is an application
layer protocol designed for general network distributed interactive applications, and
haptic applications fall under this category. The communicated messages are cate-
gorized as: event, state, and request-for-event packets [248]. An event packet carries
an event or a fraction of an event. A state packet carries the entire state of a sub-
component in the environment. The request-for event packets are used by partici-
pants to indicate that the transmission of a subcomponent’sstate is required by the
sender [248].

The design of transport protocols that optimize data transmission for HAVE
interactive applications is not well explored. A few approaches exist, such as
the Real-Time Network Protocol (RTNP) [378], Interactive Real-Time Protocol
(IRTP) [289], and Efficient Transport Protocol (ETP) [395],but with limited re-
sults. The first model includes a priority mark in the packetsbut still leaves the
network jam problem unresolved, and IRTP is not widely developed. ETP aims at
optimizing the available bandwidth within a network so thatthe highest number of
packets is sent without affecting each packet Round Trip Time (RTT). In ETP, the
device controller is aware of the actual RTT at any time. It isan important issue in
C-HAVE systems since, if properly designed, the haptic device controller can make
decisions to counteract the effect of communication delay.

The research presented in [65] proposes a framework of Quality of Service (QoS)
management for supermedia tele-operation systems. In thiswork, latency-sensitive
supermedia streams are encoded using redundancy codecs andtransmitted over mul-
tiple overlay paths. The overlay routes and encoding redundancy can be dynamically
tuned to meet the QoS requirements of the supermedia streamsto compensate for
network performance degradation.

The authors in [216] proposed a haptic data transport schemethat reduces the
transmission rate by using adaptive aggregated packetization and priority-based fil-
tering. The proposed scheme adapts the transmission, loss rate, and buffering time
of haptic events to the current network state based on the delay and loss effects
of each haptic event. In order to offset jitter with a small playout delay (delay to
handle received packets and eliminate jitter), an intramedia synchronization scheme
with dead reckoning is used. The priority-based haptic event filtering and network-
adaptive haptic event aggregation of the proposed transport scheme have resulted
in a lower transmission rate than the other transport schemes (Reed-Solomon FEC
error control, selective ARQ error control, and congestioncontrol).

ALPHAN [12] is a protocol that uses a similar approach, but ituses a multi-
ple buffer scheme to prioritize and optimize media data transfer. Additionally, AL-
PHAN uses the HAML description language [102] to define the application require-
ments and pass them on to the network protocol. The protocol supports the notion
of key updates, which is widely supported by most of the haptic communication
transport layer protocols. This is done by implementing an application layer relia-
bility mechanism that is only applied to key updates, while normal updates remain
unaffected. ALPHAN also makes use of the Multiple Buffering(MB) scheme. In
this scheme, every object in the application is attributed asending buffer. Allocating
a buffer for each object permits the decoupling of update transmissions for differ-
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ent objects, especially if they are independent from each other or they need to be
prioritized based on user and/or application preferences.

Figure 6.12 shows a high-level view of the ALPHAN architecture. The Protocol
Manager Module connects all the components and interfaces directly to the appli-
cation. The Simulation Module holds both the graphic and haptic simulations. The
Sender Module comprises the sending buffers. The updates that are placed in the
buffers are sent as soon as possible according to their priority. The Receiver Module
is responsible for receiving updates and handling them. If akey update is received
by this module, an acknowledgment is produced and buffered in the acknowledg-
ment queue where it is retrieved by the Sender Module. All theupdates received by
the Receiver Module are buffered in the Update Relayer buffer. The Update Relayer
Module is responsible for relaying packets to the Protocol Manager at the appropri-
ate time (which is inscribed in the timestamp of the update).Such a mechanism is
necessary for the implementation of the local lag algorithmfor consistency purposes
or other jitter smoothing algorithms. The Network Sensing Module is responsible
for calculating the Round Trip Time (RTT) value and detecting any disconnections.
The Network Time Protocol (NTP) Module is used to synchronize the simulation
timer with the timers of the other participants’ simulations.

Fig. 6.12: High level view of ALPHAN architecture

6.7.3 Statistical Multiplexing Schemes

Statistical multiplexing is a proven technique used to improve the efficiency of com-
munication over a limited bandwidth network [73]. The principle is that a group of
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media channels share a limited bandwidth that is allocated on a frame-by-frame ba-
sis by a centralized controller (the multiplexer). This ensures that the channels with
the most demanding QoS requirements are allowed to borrow more bandwidth than
channels with less QoS requirements. Most statistical multiplexing research is done
at the transport layer (especially ATM networks [73]). At the application layer, there
has been very little effort in using adaptive multiplexers for communicating multi-
modal data that includes haptic media [337].

One of the few works in this area involves dynamically controlling the arrival
rate of multimedia data by switching the coders to differentcompression ratios
(changing the coding rate) based on the network conditions [327]. The technique
was tested with audio media, and it was found that the link performance is signifi-
cantly improved in terms of reducing the probability of callblocking and enhancing
the multiplexer gain.

The work in [408] investigated the use of self-organizing neural networks to de-
sign a statistical multiplexer for video streams. The proposed approach uses multi-
ple video coders followed by a multiplexer that generates the aggregate sequence
for several video streams. Three control methods are proposed: priority control,
rate control, and a combination of both. The neural network approach performed
very well in improving the packet loss, as compared to the Round Robin (RR) ap-
proach [304], and in smoothing the variations of delays using rate control.

Lately, another application layer communication framework for a synchronous
haptic-audio-visual communication framework, named Admux, has been proposed
in [104]. The authors propose to use a statistical multiplexing scheme that is adapt-
able to both the application requirements and the network changes. Admux uses
multiple channels that enable it to enforce media prioritization since each channel
can be treated differently by the multiplexer. For example,the haptic channel can
be assigned a higher priority level than the audio and video channels. Finally, Ad-
mux is based on UDP, which means it is Internet-based. An overview of the Admux
communication framework is presented in Figure 6.13.

The application generates multiple streams of media data. First of all, these
streams are compressed using different codecs (depending on the media type), and
then the compressed streams are multiplexed using the Mux block (Figure 6.13).
Based on the available network resources, the multiplexer dynamically re-configures
the codecs to comply with the available resources. The HAML-QoS defines the
transport and multiplexing requirements, such as the quality of service parame-
ters for each input channel, the multiplexer configuration,etc. It also contains the
number of input channels, their respective network requirements, and the associ-
ated codec configurations. Finally, the network interface packetizes and transmits
the multiplexed stream using a particular underlying transport protocol (UDP in the
case of Admux). The inverse of this process is performed at the receiver side when
the received data is de-multiplexed and forwarded to the corresponding destination
channels and eventually displayed using the appropriate interface.
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Fig. 6.13: Overview of Admux communication framework

6.8 Quality of Experience in Multimedia Haptics

Quality of Experience (QoE) is the ultimate decisive factorin the success and pop-
ularity of a certain technology. If the technology has a highQoE then it will be
worth investing in, otherwise the cost will seem to outweighthe benefits of the tech-
nology, and it will ultimately fade away [392]. User centricstudies focus on the
concept that what really matters in any measurement attemptof quality is the user.
Quality of Service (QoS) can help determine the satisfaction of the user, but it is not
guaranteed that a high QoS will lead to a high QoE.

Measuring the QoE of an application or of a technology is not astraightforward
task. User reasoning includes many parameters and factors,so it is not easy to quan-
tify their experiences. The haptic domain is no exception, however, there is research
in progress to determine the QoE of haptic applications.

It is essential to establish some guidelines for determining and improving the
QoE of haptic-based applications. Two concerns are:

• Will haptic hardware dramatically change in the future? (this might affect the
QoE)

• Will there be any side effects from the fact that there are no reported cases of
haptic devices used in everyday life for a prolonged period of time?

QoE is gradually becoming an important measure for the evaluation of multime-
dia applications. As Jain [191] puts it, we require improvedperformance measures
over the well-established QoS measures to deal with the subjectivity of the user. The
relation between QoS and QoE has been addressed in [397]. Instead of extending
the QoS metrics, the paper relates the performance measuresof the QoS to QoE
measures according to quantified correlations. The result is a theoretical framework
for computing QoE using both QoS and QoE metrics.
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There has also been some work done in evaluating virtual environments. The
evaluation methods and the aspects to be evaluated vary depending on the type
of the application and the parameters to be evaluated. Basdogan et al.[29] con-
ducted studies to evaluate the haptic feedback role in collaborative human-human
and human-machine interactions in shared virtual environments (SVEs). The evalu-
ation consisted of measuring response variables as well as giving questionnaires to
the users undergoing the experiment. Another approach to measure haptic benefits
is given in [141]. The authors directly measure physical parameters generated by
the haptic device in order to assess the quality of the application. They suggest that
this is a complementary approach to conducting a statistical survey after users test
the application. Some of the parameters that they chose to include in their physical
survey are gesture position and gesture velocity.

In [392], the authors discuss some of the methods and challenges in determining
performance measures in the context of virtual reality applications. They indicate
that there are three ways of assessing QoE performance measures: subjective ways
through interviews and questionnaires; task performance measures through obser-
vation of the user; and a physiological approach via biological indicators such as
heart rate. Taking stress as an example, there are direct measurements that can in-
dicate if the user is stressed under prolonged exposure to a virtual environment.
Under stress, the sympathetic nervous system is activated,and blood volume, heart
rate, and respiration rate all increase. Ramsey [299] argues that measuring those
symptoms directly is more effective than a questionnaire due to three limitations:

1 People are mentally aware of their internal state (emotional condition) when,
under the same circumstances in the real world, they would normally not be. For
example, users might experience stress or fatigue without being mentally aware
of it.

2 People might not understand the implication of the response in the questionnaire.
3 People may not wish to report feeling any symptoms.

In the following section, we have attempted to collect possible parameters for
QoE evaluation of multimedia applications, including haptics applications.

6.8.1 Quality of Experience (QoE) Model

In this section, we present an example QoE model and the taxonomy used to orga-
nize the different parameters contributing to QoE for C-HAVE applications [145].
The taxonomy is based on subjective vs. objective metrics. As such, the parameters
are divided into two groups: ones that can be measured directly from the application,
such as forces and delay, and those that must be deduced by other means, such as
a user questionnaire or behavior (like intuition). A different taxonomy stems from
the core definition of QoE as defined by Jain [191], where the top organization level
is comprised of two parts: the QoS and the user experience. The user experience
can be further subdivided into four parts: perception measures, rendering quality,
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physiological measures, and psychological measures. Thishigher level organiza-
tion, shown in Figure 6.14, reflects an apparent taxonomy fora virtual reality ap-
plications evaluator, and at the same time, is more customizable depending on the
parameters needed for the evaluation [145]. As an example, developers wishing to
evaluate only the QoS of the application can disregard the user experience parame-
ters.

Physiological 
Measures

QoE

QoS
User 

Experience

Perception 
Measures

Rendering 
Quality

Psychological 
Measures

Fig. 6.14: Higher level organization of QoE model

6.8.1.1 Quality of Service (QoS) Parameters

QoS parameters ensure the smooth flow of the application for the user or, in certain
cases, the customer. Most parameters are standard for any networked application but
looking at synchronization, it can be divided into two parts: network synchroniza-
tion, which is common to network applications, and media synchronization, which
is specific to the multimodal side of haptic audio visual environments. The following
is a definition for the most common QoS parameters:

• Response time: The time taken by a system to respond to an action. It is measured
in milliseconds or microseconds.

• Latency/Delay: Time taken for the packet to reach from source to destination. It
is measured in milliseconds or microseconds. From the source to the destination.
It is measured in milliseconds or microseconds. The different sources of delay
are: (1) Propagation delay, which is the delay through a physical medium, (2)
Link Speed, which is determined by the link bit rate, (3) Queuing Delay, which
represents the time spent in router queues, and (4) Hop Count, where each tra-
versed router or switch adds queuing delay.

• Price: The quantity of payment or compensation given from one party to another
in return for goods or services. It can be measured by a metricrelated to energy,
money, automation, or other efficiency of the service.

• Privacy: Deals with what personal information can be sharedwith whom and
whether messages can be exchanged without anyone else seeing them.
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• Security: Is defined as the level of protection for the information exchanged
through the use of multimedia technologies.

• Availability: Is defined as the ratio (or probability) of time a system or compo-
nent is functional to the total time it is required or expected to function. Small
probability values for availability indicate bad QoS, while high values indicate
good QoS.

• Bandwidth/Throughput: It is the amount of data transferredfrom source to desti-
nation or processed in a given amount of time. Measured typically in bits/second
or bytes/second

• Network Synchronization: refers to the temporal relationslinking the various
media objects within a multimedia presentation. Example: Time relations of a
multimedia synchronization that starts with an audio/video sequence, followed
by several pictures and an animation that is commented by an audio sequence
and haptic feeling.

• Media Synchronization (intra-modal): Refers to the temporal relations between
media units within a time-dependent media object. For a video with a rate of 25
frames per second each of the frames has to be displayed for 40msec. For haptic
data with 1 KHz, each of the data samples must be captured and displayed for 1
msec.

• Jitter: Difference in latency of network packets, usually measured in microsec-
onds or nanoseconds

• Reliability: is defined as the ability of the computer systemand its components,
i.e. a haptic audio visual environment to consistently perform according to the
given specifications

• Error: Sometimes C-HAVE packets are corrupted due to bit errors caused by
noise and interference. The receiver has to detect this and,in case the data con-
tained in the packet is needed, may ask for this information to be retransmitted.

• Safety: Defines the aspects to be considered in order to operate the haptics en-
vironment properly and use it in conjunction with other peripheral equipment
without damaging the environment and the users.

6.8.1.2 User Experience

The second part of QoE is the user experience. This is an important evaluation cat-
egory for the overall quality of the application. Even if theapplication possesses
excellent QoS parameters, users might still feel that the application is not up to their
personal standards for some reason. The application might not be exciting enough,
not easy enough to use, or may cause dizziness, which is referred to as cybersick-
ness.

Perception Measures: As depicted in Figure 6.15, perception measures mirror
how the user perceives the application. This is a user-centric category, and could be
unique for every user. Some users may get tired from the application, while others
may feel relaxed. Some might feel the effect of collaboration in a C-HAVE, while
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others might need more stimuli. Each user may have a certain set of preferences and
modality choice.

Perception Measures
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User-Object-
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User-Object-
Object-User

Modality 
Choices

Copresence
Place 

Presence

Fig. 6.15: Perception Measures Parameters

Another point to consider is the fact that there are different levels of experience
among users. While a certain group of users could be very experienced with virtual
reality applications and very dexterous using haptic devices, others may be novice
users and less skillful. This variation in the level of experience will cause users
to have different perceptions regarding the application. When evaluating a HAVE
application, it is essential to include different categories of users and to ensure that
the application suits a wide range of audiences.

Rendering Quality: The rendering quality relates to the quality of the three major
modalities, namely graphics, audio, and haptics. Each modality is evaluated sepa-
rately at first, and then eventually blended and mixed modalities are evaluated. As
seen in Figure 6.16, there is an emphasis on the haptics modality since it has very
stringent requirements in terms of feedback loops, which might affect the stability
and transparency of the application.

Physiological Measures: Physiological measures are biological parameters that
are measured directly from the user’s body while they are using the application.
These parameters directly determine factors such as cybersickness, stress, and brain
activity (Figure 6.17).

Psychological Measures: Unlike the physiological measures, psychological mea-
sures reflect the status of the user through observation and not direct measurements.
Observation can assess the psychological behavior of users, such as stress, with-
out hindering the user movements by including measuring devices. Psychological
Measures are displayed in Figure 6.18.
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Fig. 6.16: Rendering Quality Parameters
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6.9 Haptics Watermarking

With the wide availability and widespread use of different media in several fields,
such as entertainment, the medical industry, the military,etc., and with the recent ad-
vancements of haptic technology, it is expected that in the very near future the need
to protect haptic-enabled virtual scenes and environmentsfrom malicious attacks or
inadvertent tampering will arise. In recent years, digitalwatermarking, which deals
with the process of embedding information into digital datain an inconspicuous
manner, has been proposed as a viable solution to the need of copyright protec-
tion and authentication of multimedia information. Example applications of digital
watermarking include identifying the origin, owner, use, rights, integrity, or desti-
nations of multimedia content (e.g. digital images, video,audio and 3D models).

Watermarking techniques are different from other intellectual property rights
methods in that they are imperceptible, they undergo the same transformations as
the content, and they are inseparable from the digital content in which they are em-
bedded. In fact, the first requirement of digital watermarking techniques, regardless
of the addressed media or application, is imperceptibility. This refers to the percep-
tual similarity between the original and watermarked data.Ideally, the perceptual
quality of the watermarked media must be identical to the original.

Recently, considerable progress has been made in 3D watermarking where the
main focus has been on triangle meshes, the most common digital representation
of 3D models due to its simplicity and usability. Existing watermarking techniques
concerning 3D meshes host the watermark by either modifyingthe geometry or the
connectivity of the surface (spatial domain) or by modifying some kind of spectral-
like coefficients (spectral domain). Accordingly, the watermark’s intrusiveness can
be evaluated in terms of its visibility in the rendered version of the mesh. The eval-
uation of 3D watermarking algorithms against the imperceptibility constraint has
been thus far exclusively based on the sensitivity of human vision to distortion.
Moreover, currently available perceptual metrics generally used to assess the qual-
ity of watermarked 3D meshes have been validated solely through psycho-visual
experiments [86, 312].

Very recently, however, studies have been conducted by Sakret al. [323, 324,
325] to investigate the role of multisensory feedback in theperception of a water-
mark embedded in a haptic-enabled 3D virtual surface. The authors investigated the
following research questions: Is the haptic sensory channel more sensitive than the
visual sensory channel in detecting a watermark embedded ina haptic-enabled 3D
object? Do watermarks inspected using multimodal feedback(vision + haptic) re-
sult in very different detection thresholds from those detected using a single sensory
modality (touch-only, or vision-only)? Or more importantly, does visual feedback,
when presented together with haptic feedback, improve the perception of a water-
mark embedded in a 3D mesh?

Sakr et al. [323, 324, 325] argue that while it is intuitive toassume that a multi-
modal presentation of stimuli should lead to an improvementin performance (e.g.
for watermark detection), previous research in human perception suggests other-
wise. Specifically, the role and possible advantages of multisensory feedback in
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roughness perception (the 3D watermarking process can be regarded as a partic-
ular form of surface roughness) is quite complex as it can vary across different
experimental conditions, including the type of surface, haptic device used, surface
parameters, etc. The experiments were performed using a visual-haptic interface
that enabled users to see and touch virtual objects at the same location in space. A
detailed analysis of the results was conducted to statistically explore the impact of
the considered modalities on the measured watermark detection thresholds across
different resolutions of the underlying virtual 3D mesh.

Overall, the results suggested that “haptic-alone” is superior to “vision-alone”
in detecting a watermark embedded in a 3D mesh; however, relying on bimodal
visual-haptic feedback is better than any of the single modalities. In addition, it
was assessed that the impact of the selected modality on the perceptibility of the
3D watermark is independent of the chosen surface resolution. The work by Sakr
et al. [323, 324, 325] was a very important first step toward the analysis of multi-
modal visual-haptic watermarking. The authors’ findings are expected to stimulate
the reevaluation of existing mesh watermarking algorithms(using a vision-haptic
setup) and will serve as a basis for further studies in hapticdigital watermarking.

6.10 Closing remarks

Haptic applications are increasingly and subtly being usedin our daily life activi-
ties in the form of vibrating phones, joysticks, game controllers, and force-feedback
controls. The next emerging idea will be pertaining to immersive tele-haptic envi-
ronments where multiple users can interact with each other as well as with other
digital media (i.e. 3D graphical models, video, images, etc.) by means of touch, as
if a real world was in front of them. This research can have a powerful impact on
the development of a new breed of human-human-interactions.

Even though several candidate standard proposals have beenintroduced by the
research community (such as HAML, X3D, GOTHI-05, etc.), there is no interna-
tionally accepted standard for haptic interactions and representation. One of the
foreseeable efforts is the adoption, by ISO for instance, ofa standard proposal that
provides guidelines for haptic interactions and standard representations of haptic
data and systems.

The communication of haptic media remains a major challengein the research
community. The strict QoS requirements for haptic applications (such as a delay
of 1 ms) are very hard to meet, especially for non-dedicated networks such as the
Internet. For many C-HAVE applications to gain higher acceptability and popular-
ity in the general public, these applications should be usedwith the Internet net-
work because it is the cheapest and most acceptable network for public use. There-
fore, finding a prominent solution for haptic data communications remains a major
impedance to the proliferation of C-HAVE applications and systems.

Finally, research is being done to investigate the contribution of haptic modal-
ity to the overall quality of experience for end users. The fundamental question is
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whether the incorporation of haptic modality in multimediasystems would enhance
the overall quality of user experience. Furthermore, questions can be raised as to
how the advantages of enhanced senses outweigh the costs of adapting to a new
technology. Moreover, how will users experience such advantages, and will they
will be overwhelmed or exhausted from interacting with multiple media?





Chapter 7
Touching the Future: HAVE Challenges and
Trends

7.1 Introduction

Many researchers insist that the field of haptics is still in its infancy. Most of the
challenges discussed in the next sections are hot research topics in this field, and
some of them are currently being studied. Advances on each ofthese described
fronts are certainly to be expected in the near future. As theprices of haptic devices
drop, gaming industries will be the first ones to take notice and exploit the technol-
ogy to complement their playing consoles, thereby creatinga significant advantage
over their competitors. Home rehabilitation applicationswill most certainly follow.
Governments are desperate to reduce healthcare costs, so development of practi-
cal applications of this sort would be encouraged and funded. In addition, haptic
technology will undoubtedly gain an important place in the education sector. New
educational approaches rely on visual and auditory demonstrations to describe un-
intuitive concepts to students; the incorporation of the sense of touch is simply a
natural progression of this trend to newer media. The field ofnetworked haptics
will be the last to see any considerable advances. This is mainly due to the fact
that it relies heavily on the state of the network. Haptic applications have stringent
QoS requirements that most non-dedicated networks cannot guarantee. Until these
network infrastructures are upgraded, networked haptic applications will continue
to struggle from the lack of QoS guarantees. Last but not least, increased comput-
ing power will allow for the implementation of complex, multi-point, physics-based
haptic rendering algorithms to support more natural interactions with a virtual or
remote world.

7.2 The Golden Age of Haptics

There has been intensive research and development in HAVE technologies in the last
few years, and some of these technologies have been commercialized successfully
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in certain areas, such as medical, gaming, and military fields [109]. The da Vinci
minimally invasive surgery system is a good example of successful incorporation
of haptics technologies in the medical field. In the meantime, companies have been
manufacturing 3-DOF and 6-DOF force feedback devices, and the price of the de-
vices has become reasonable. In addition, high-quality open-source haptic rendering
APIs are available on the Internet, and a variety of haptic stimuli can be displayed
through them. In recent years, with the advent of hand-held devices, finger touch has
become the main form of interfacing, and tactile feedback onthe finger and hand
has become the intuitive option for consumers.

Many of the fundamental challenges, such as haptic rendering and actuation tech-
nologies, have made magnificent progress in the last 10 years, however, some major
issues remain unresolved. We conducted a survey of haptic related publications from
the last 10 years (January 2000 - December 2010) in major publishers’ databases to
examine research trends. These databases were the Institute of Electrical and Elec-
tronics Engineers digital library (IEEE Xplore), the Association for Computing Ma-
chinery (ACM) digital library, and the Springer Publishingdatabase. We found that
the number of published research papers has steadily increased over time, as shown
in Figure 7.1. This demonstrates that haptic research has witnessed increasing in-
terest by the research community. In addition, the last two years have witnessed
a significant increase in the number of publications specifically related to tactile
feedback as applied to pervasive devices, marking a potential trend in haptics appli-
cations.

Fig. 7.1: Haptic publication trend over the last 10 years (2000-2010)

Haptic technology is on a roll; more than 20 smart phone models have already
adopted tactile capabilities to enhance the user experience (including the Nokia N8
and Samsung Galaxy S series). However, much more is yet to come. In the next sec-
tions we provide thoughts about where haptic technologies are heading and potential
research avenues in this domain.
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7.3 Human Haptics

One of the fundamental research areas that justifies the integration of a haptic modal-
ity in multimedia systems is multi-modal cognition and psychophysics. Even now,
our understanding of how the body and mind perceive and respond to multi-modal
stimuli is incomplete. While uni-modal cognition and psychophysics are much bet-
ter understood, there are relatively few studies of multi-modal integration due to the
difficulties in performing such experiments. Understanding how the brain perceives
and responds to multi-modal media is a field that is still in its infancy. The follow-
ing subsections describe some research and development aspects related to human
haptics that we consider important in the HAVE field.

7.3.1 Human Perception and Quality of Experience

Several usability tests have proven that the insufficiency of information in haptic
technology impedes the possibility of full tele-presence perception. Users suffer
from a lack of in-depth information (the depth dimension) and poor tracking of
the relative position and orientation of the remote participants. Another perceptual
issue is the sense of space in the HAVE interactions. The issue here is that users
apply previous real world interaction experience in a simulated virtual environment
that deviates from such realities and eventually creates confusion. The same ap-
plies for the perception of time. Due to the unavoidable delays in networked HAVE
applications, there will always be a drift between remote collaborators. This deterio-
rates the participant’s perception of time and creates further synchronization issues,
particularly for collaborative tasks. Consequently, measuring the Quality of Expe-
rience (QoE) of HAVE applications is not a straightforward task, especially since
user reasoning includes many parameters and factors that are not easy to quantify.
The haptic domain is no exception, however, as described in Chapter 6, there is re-
search in progress to determine the QoE of HAVE applications. It is still essential
to continue further investigation in this field and to establish some guidelines for
determining and improving the QoE of HAVE applications. At the same time, there
are no reported cases of haptic device usage in everyday lifefor prolonged peri-
ods of use. Therefore, studying the side effects HAVE application immersion is a
challenging topic that warrants investigation and research (such as the social impli-
cations). Another human-related haptic research trend is how humans communicate
haptic stimuli. The association between what a user feels versus what they perceive
still requires further studies and analysis. In particular, learning people’s ability to
distinguish and associate complex haptic stimuli is a must for designing efficient
and highly usable haptic interaction paradigms.
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7.3.2 Physical Substitution, Social Implication, and the Need for
Secure Haptics

Long distance communication has become very popular with the advances in the
Internet and its applications. With utility applications such as Skype, the world has
diminished in size, and video conferencing is a breeze. Seeing and hearing our loved
ones does not require traveling anymore since all we need is alaptop and a high
speed connection. Nevertheless, people do make an effort tobe with the important
people in their life because video is not a substitution to physical bonding. With the
introduction of haptic multimedia applications, we can engage our touch modality
in a tele-conferencing system. Through the advancement of haptic technology, we
might feel a lesser need to be physically close to other people in the same geographic
location. Hence, our dependence on future technology mightchange our physical
requirements. This, in turn, could lead to unforeseen social behaviours and compli-
cations. However, touch is essential for the development ofhealthy social and psy-
chological behaviours. For instance, infants who do not receive affectionate touch
after birth can die within days or develop behaviours similar to autism [46]. Other
research has found that touching a loved one can dramatically reduce pain/stress
during a medical procedure [61]. Humans rely on the grounding effect of touching
people, not devices! For example, the social acceptance of computer-based interper-
sonal communication (such as hugging a robotic device that represents a remote per-
son) will affect the deployment of haptic interfaces. At thesame time, these HAVE
applications impose several security and privacy concerns, particularly when used
for interpersonal communication like between a parent and child or between remote
lovers. Another issue is the susceptibility of communication channels; a malicious
party might compromise and obtain access to the haptic information/device. Would
they be able to illegally touch/interact with legitimate users? Questions such as this
remain research issues, despite the few existing efforts [16].

7.4 Machine Haptics

Although early prototypes of haptic devices were implemented several decades ago,
it was not until the early 1990s, with the inauguration of thePHANToM devices,
that development of such technologies took off. Nonetheless, haptic technologies
still suffer from several challenges that limit their largescale deployment in a wider
spectrum of applications. The following section summarizes some of the outstand-
ing issues that the haptic research community is currently tackling.
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7.4.1 Novel Sensing and Actuation Methods

Three types of actuators are commonly employed for kinesthetic haptic devices:
electrical, hydraulic, and pneumatic actuators. Each of these suffers from weak-
nesses while possessing some strengths. For instance, electrical actuators have a
relatively low bandwidth and produce small torques with respect to their size. The
other two types of devices (hydraulic and pneumatic) are disadvantageously larger in
size, so their employment undoubtedly results in bulkier haptic devices. Pneumatic
actuators suffer from stiffness and low bandwidth, which makes them impractical
for applications that require dexterity (e.g. simulated surgery). Hydraulic actuators
have high bandwidth, but they are complex, pricey, and relatively unsafe. There
exist several constraints, such as cost, size, weight, robustness, controllability, and
bandwidth, that are impeding the spread of haptic devices. For the haptic devices to
become popular, novel sensing and actuation methods are yetto be uncovered. Such
technologies will be characterized by low manufacturing and operation cost, small
size, light weight, high fidelity, energy efficiency, and high mobility. We expect that
such methods will be revealed in the near future, particularly for tactile interfaces.

Natural haptic interaction with the environment occurs through multiple points of
interaction. For instance, when we grasp an object with our fingers, each finger ex-
erts a force on that object. Today, numerous haptic devices support only one point of
interaction. This means that the exchange of forces betweenthe user and the remote
or virtual object occurs through only one point of contact. The support of multiple
points of interaction is impeded by a haptic device’s bulkiness. Multiple points of
interaction will require more actuating mechanisms, whichwill increase the size and
complexity of the device, especially for kinesthetic devices. Obviously, such devices
are put into motion by actuators. Unfortunately, there is a trade-off between quality
of actuation and bulkiness: the higher the quality of the actuators, the bulkier they
are. For instance, to increase the dexterity of a device, more degrees of freedom are
required, implying that more actuators should be mounted onthe device. Moreover,
to amplify the realism of the application, multiple points of interaction must be al-
lowed. This will dramatically increase the complexity of the hardware as well as the
software. Therefore, to optimize performance for a specificset of applications, de-
vice designers must take the abovementioned realities intoaccount in order to reach
a compromise between device size and experiential realism.

7.4.2 Hardware Design and Cost

Most force feedback devices consume more power compared to audio-visual de-
vices because they generate physical energy. In addition, generating physical en-
ergy requires mechanisms that are much heavier. Eventuallythese devices are char-
acterized by poor power to weight ratios, so although they could still be used in a
desktop environment, it would be challenging to make them portable. There have
been endeavours to make them lightweight by using strings, but the bulkiness of
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mechanisms and actuators and the issue of power consumptionare still obstacles
for mobile environments. Furthermore, due to the fact that force feedback devices
generate mechanical energy, an ergonomic design to evade unnecessary movement
when moving around the force feedback device should be takeninto account. Tactile
devices using vibrotactile actuators are lightweight, do not consume much energy
compared to other actuators (pneumatic or piezo-electric actuators for example),
and are used in most hand-held devices. However, in order to provide rich feedback,
the tactile devices need to be equipped with many tactile actuators and cover some
part of human body. Furthermore, since the actuators shouldbe kept in physical
contact with the human body, users need to wear the device or attach it on the skin.
Many kinds of wearable tactile devices have been developed,but comfort has been
an issue.

Most commercially available haptic devices are too expensive for personal use,
which limits the deployment of HAVE applications significantly. For instance, ap-
plications that simulate minimally invasive surgeries cancost more than a million
dollars. While such applications can be afforded by big institutions like universities
and hospitals, other devices that have been fashioned for personal use, while costing
much less, still struggle to find a receptive market. For instance, an at-home hap-
tic rehabilitation application with a multi-thousand dollar price tag is unlikely to be
purchased by patients, regardless of the benefits.

7.4.3 Wireless Portable Haptic Devices

Most haptic devices are stationary (desk-grounded), so theuser’s workspace is lim-
ited (one meter spherical radius in the case of CyberGrasp1). As a result, the hap-
tic application scope is limited. Walking-based rehabilitation and immersive virtual
environments are two examples of haptic applications wherefree movement is re-
quired. To overcome this limitation, user-grounded portable devices are being intro-
duced. There are two types of such devices: (1) palm or forearm grounded devices
and (2) back plate grounded arm exoskeletons. Both types still need wired connec-
tions to a computer to transfer haptic data. Therefore, a wireless connection between
portable haptic devices and computers is an essential step towards an intuitive, trans-
parent haptic interface. The high transmission rate of haptic data will be one of the
main constraints in the design of wireless haptic devices (around 1 kHz). However,
the advancement of haptic data compression techniques willmake this constraint
easier to overcome. Therefore, depending on the data rate ofthe compressed haptic
data, a wireless technology will be selected. Another constraint is the extra weight of
the portable power supply of the portable devices, which should be optimized to add
as little extra weight as possible to the haptic devices. Otherwise, users experience
fatigue during lengthy simulations.

1 http://www.immersion.com
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Mobile devices represent a significant challenge to human-computer interaction
designers. Their small physical stature implies that traditional user interface tech-
nologies (such as keyboards, mice, graphic displays) are not as efficient as they
are with regular computers. Furthermore, sound is of limited value as an interac-
tion means for mobile devices due to ambient noises and/or distractions caused by
other people in the nearby surroundings. Therefore, we believe that touch is going
to become a lot more popular in the mobile industry (particularly tactile feedback).
Indeed, several handsets today are already using tactile feedback for tasks such as
pressing a virtual key on a touch screen, identifying information on a web page, mes-
sage notification alerts, interpersonal communication, gaming and entertainment,
and helping the visually impaired/blind. Examples of such existing devices include
the LG VX10000 (Verizon Voyager) device and the TouchSense Tactile Feedback
system by Immersion.

7.5 Computer Haptics

Although significant progress has been made in the computer haptic domain, partic-
ularly in the fields of haptic modeling, collision detection, and force computation,
several issues remain unresolved. Here are few of these challenges:

7.5.1 Haptics on Chip

With the increasing complexity of virtual environments, including deformable ob-
jects and the demand for more precise force and tactile calculation, the compu-
tationally intensive haptic rendering algorithms are becoming more complex and
time-consuming. This could become a bottleneck for multi-modal applications. The
same challenge had been affecting the computer graphics area and eventually led
to the popularity of Graphic Processing Units (GPUs). Recently, some complex 6-
DOF haptic rendering algorithms with deformable bodies have been successfully
implemented using a GPU, but the computation resource is shared with the graph-
ics pipeline [25]. In order to perform independent calculations, a specific haptics
card or Haptic Processing Unit (HPU) could be a breakthroughfor computationally
intensive haptic rendering.

7.5.2 Accessibility and Popularity: Haptic Plug-Ins

One trend in haptics is the increasing availability and popularity of open source
and general-purpose haptic rendering libraries and APIs, which provide implemen-
tations for core rendering algorithms that can be re-used ina wide spectrum of hap-
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tic applications. With the development of web technology, audio-visual multimedia
became easily accessible through the Internet, and web browsers became a major
tool for entertainment, communication, social networking, etc. In order to penetrate
the consumer market, HAVE applications also need to be accessible through web
browsers. Therefore, plug-ins should be developed for different browsers to enable
the distribution and rendering of haptic media using standard formats that are inde-
pendent of haptic devices. Currently, WebGL, a 3D graphics API implemented in a
web browser without plug-ins, is under development and willmake interactive 3D
content easily available on the Internet.

7.5.3 Reality-Based Modeling: Haptic Rendering Fidelity

Haptic rendering algorithms are increasingly oriented towards representing and gen-
erating realistic interactions by imitating physical world interactions. Fidelity and
realism of haptic interaction are crucial, particularly for simulation and training
applications that are intended to convey mechanical skillsthat will eventually be
applied and experienced in the real world.

A key factor for the success of haptic rendering algorithms is the modeling of
physical properties of simulated objects. To accomplish this goal, two approaches
are utilized when developing haptic models. The first approach is to collect and read
physical properties for an existing object using techniques such as haptic scanning
or using a pen-like device that reads haptic interaction data. The second approach is
the design of algorithms that generate physics-based haptic models to represent and
simulate complex physical properties. Additionally, the ability to model deformation
properties is a major contribution to high fidelity of hapticinteractions.

7.5.4 Contact Stability and Transparency

It has always been a challenge to render realistic contact forces while retaining the
stable behavior of human-environment contact. This becomes a bigger challenge
when considering networked haptic applications for several reasons. First, the mas-
ter and slave parties are energetically coupled and dependent on the network per-
formance. Second, several network parameters have severe impacts on the stability
of haptic rendering, including time delay, delay jitter, and packet loss. It is a well
established fact that transparency and stability are both necessary but contradicting
requirements for any haptic device. This is especially prominent in networked hap-
tic applications where the trade-off between such requirements is more dramatic. It
is also well known that network delay and jitter have a negative impact on device
stability. In order to compensate for such effects and maintain an acceptable mea-
sure of stability, application designers are obliged to reduce the transparency of the
experience. Such unpleasant trade-offs can dramatically reduce the quality of expe-
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rience for networked applications, especially in applications like tele-surgery, where
a high degree of realism is required. Clever control schemesare needed to obtain
the best possible results in such cases.

7.6 Multimedia Haptics

A key requirement for future HAVE applications is to accommodate future interac-
tion paradigms such as smell, motion-based user input, biometric-based interactions,
and brain-computer interactions. A trend in haptic technologies is the design and de-
velopment of novel adaptive interfaces that adjust themselves to the user’s needs and
context. Several other technologies are correlated to the development of adaptive in-
terfaces, such as affective computing (to measure the user’s emotional status) and
ambient intelligence (smart environments that proactively adapt to a user’s prefer-
ences and needs). Haptic modality could be the next wave in the development of am-
bient intelligent systems and applications. A potential trend in haptic technologies
is the investigation of how all these future interaction approaches can be integrated
into haptics applications.

7.6.1 The Need for Standard Representation

Even with the many efforts made to standardize haptic data representation, such as
HAML and the ongoing MPEG-V framework, no universally accepted standards for
haptic interaction and data representation exist. Making haptic device plug-and-play
interfaces will remain far from reality until such a standard becomes commonplace.
The need for a standard haptics data representation is highly relevant.

7.6.2 Consistency and Synchronization

When multiple users are interacting within a shared haptic environment, not only
should the interaction forces be distributed to the different network users, but they
should also be kept synchronized. Maintaining consistencycan be defined as the
process of synchronizing a haptic and/or virtual scene among all networked users.
This process is a key factor in providing consistent and compelling feedback for all
the application participants. Several factors dramatically contribute to consistency,
including user actions, the virtual scene, network conditions, and the number of
users.
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7.6.3 Scalability

The presence of more than two users in a C-HAVE application may be important
for applications like gaming environments, where large numbers of players should
be supported. Currently, the possibility of having a large number of networked users
interacting with a shared haptic environment is still far from reality. Fortunately,
cooperative tasks do not usually require more than five users. Furthermore, it is de-
sirable for a collaboration to have a certain number of usersby means of different
haptic devices. Other scalability issues include the limitation of the number of ob-
jects and the complex of the object simulation that populates the environment.

7.6.4 Network Performance

Network conditions such as delay, jitter, loss of packets, out-of-order delivery, du-
plicity, and bandwidth have severe impacts on the feasibility of tele-haptic systems.
It interferes with our sense of touch, which expects instantaneous feedback and in-
formation. Additionally, the touch sense is far more sensitive in terms of responsive-
ness than vision or hearing. The amount of 30 to 60 frames per second are needed
to visually display a believable constant motion; however,human touch requires up-
dates 1000 times per second to provide a realistic touch feeling. This update rate
is why haptic interaction is very sensitive to network performance. We envision re-
search that focuses on, among other things, the design, evaluation, and analysis of
haptic data reduction techniques in order to improve packettransmission in haptic-
enabled tele-operation systems, and to reduce the dimensionality in the inherently
massive haptic datasets. The discovery of HAVE data reduction methods within the
context of haptic data mining and knowledge will primarily help facilitate the anal-
ysis of the inherently high-dimensional haptic datasets.

7.6.5 Haptic Memories

Almost a century ago, many memories of a person were virtually lost as soon as the
remembered person left the space and time of their loved ones. Only a few decades
later, thanks to advances in audio and visual research and development, recording
such memories finally became possible. Through the advancesin photographic im-
age technology and audio recordings, and much later, video cameras, and DVDs,
we gained the ability to see into the past much better than ourbiological memo-
ries would allow. These media have facilitated the recoveryof memories, and many
of us now sometimes sit around the old picture album to reflectand remember the
nice memories we have of our loved ones. Would it not be exciting to be able to
restore the smell, touch and hug of remembered ones wheneverwe desired their
affection? Would it not be interesting to share our parents’affections for us with
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our children, along with their picture and audio recordings, even after they have
passed away? Would it not be interesting to recall past physical affection memories
from our childhood? These ideas have triggered a new direction in research con-
cerned with recording, storing, retrieving, and playing back haptic stimuli to bring
our memories with far or lost loved ones; this is what we call haptic memories!

7.6.6 Mobile Haptics

Discrete information is like feeling the vibrations of a mobile phone when you re-
ceive a message. You have to pick up the phone and to look at it if you want to know
whether you missed an SMS or a call. Just when you pick up the phone (the motion
can be detected by an accelerometer sensor) the phone could vibrate in a special
way (rhythm) so that you immediately know who called you, or even better, it could
change its surface somehow. There could also be a way to read the message (simi-
lar but not exactly the same as Braille or Morse code) by only touching the phone.
In this way, you could receive hidden information during a business meeting. How
many times do you see people walking around looking at their phone? Wouldn’t it
be nice to receive the information without looking at the phone, and thus have the
ability to focus on something else? For instance, you want touse your mobile phone
to navigate and to make a call at the same time. The navigationpart could be done by
“feeling” the direction. However, it still remains a challenge to find intuitive ways
to transmit and render such information.

7.6.7 Haptics and Security

Today, 70% of the work done by the biometrics market and the industry leaders is
dedicated to fingerprints, face recognition patterns, and hand geometry, leaving the
remaining (30%) of work dedicated to voice, iris, and signature recognition, mid-
dleware, and multi-biometrics fields. Furthermore, biometric technology is playing
an important role in developing systems that combine different parameters, such as
intrusiveness, cost, distinctiveness, and effort, in the same package. At the present
time, fingerprint technology can be found in notebook computers to authenticate
individuals based on the physical attributes of their fingertips. However, computer
technology, such as faster processors, advanced graphics cards, and multimedia sys-
tems, are becoming more affordable with the rapid advancement of the technological
revolution. With this technology, the above-mentioned daily life environments can
be simulated as computer-generated imagery.

As we have seen, haptic technology is growing in the disciplines linked to
human-computer interaction. Haptics is applicable acrossnearly all areas of com-
puting, and it interfaces between human and computer. Thus,haptics can be used
to capture the human-haptic system movements performed during a particular task
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interaction. Those human psychomotor movements can be usedto categorize a be-
havioural path that can be used for verification and/or authentication purposes. Hap-
tic devices enable the characterization of personalized user-specific physical and
biological parameters. When involved in a C-HAVE application, parameters such
as forces, end-effector positions, torque, and velocity across the different axes can
all be obtained. With the measurements of these parameters,it is possible to iden-
tify a user with a rigorous level of precision. The quantification and measurement
methodology for such parameters can be a suitable and compelling mechanism to
be implemented in a biometric system. Applications of such asystem are vast and
range from national security applications to access control.

In addition, the protection of haptic information through digital watermarking
also needs to be deeply investigated. There is a need to examine the role of multisen-
sory feedback in the perception of a watermark embedded in a HAVE application. In
particular, the following questions need to be addressed: Do watermarks inspected
using multimodal feedback (haptic, audio and visual) result in very different de-
tection thresholds from those detected using a single sensory modality (touch-only,
audio-only or vision-only)? Also, does visual feedback, when presented together
with haptic feedback, improve the perception of watermarksembedded in 3D envi-
ronments?

7.7 Closing remarks

It is true that these days haptics appear everywhere; gamingand phones are uni-
versally spread through environments. However, a lot remains to be done before
the incredible loop formed by our sense of touch and our brainis efficiently as-
sisted by computer applications. Presently, human dexterity (manipulation) assisted
by computers appears only in a select few areas. There are challenges in new hap-
tic interfaces and the application of haptic technology. Inour opinion, focus should
initially lie in the applicability of haptic technologies,from which new hardware
and software requirements will naturally become evident and drive the haptic revo-
lution.
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