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Preface

The first sense that a baby will experience is touch. Therfgelof warmth, cold,
roughness, softness, and hardness are those that we as ti@biexperienced and
responded to.

“An Australian woman gave birth to twins but the boy, thirteereks premature
and weighing only 2lbs, was not breathing. Despite the daspeattempts of the
attending medical staff to resuscitate the tiny child, ifiieenty minutes the doctor
handed the baby to the heartbroken mother so that she cowld adinal cuddle
and say her goodbyes.

The mother held the little boy against her skin snugglinmkéng and talking
to him while her husband comforted her. Amazingly, aftedimgj the child for two
hours, she felt a slight movement from the little body. Gaainthe child she saw
that he was breathing and his eyes started to open. The dectdmurses were
at first convinced that the movement was simply the musceaketion that often
occurs in a body after death. The mother, undeterred, muéstéhe baby’s lips with
a little breast milk on her finger and was overjoyed when thié&dhied to suck
her finger. The medics were stunned but were later told thajirenomenon is not
unigue and is known as the ‘kangaroo touch’. Being held ‘s&iskin’, the baby
was revived by the warmth of the mother’s flesh, at exactlyséimee temperature,
and the feel of her heart beatihfSun Newspaper, August 25th, 2010].

Children need affection! Imagine a child, somewhere in thisld, for some
reason lost connection with his/her loved ones. The ti@mhli ways to maintain
such a connection might be simple images or maybe some alediofitheir voices.
Would it not be exciting to be able to restore the smell, tourtd hug feeling of
the child’s parent whenever he/she needs their affectioo@ i\t not be amazing
to share the parent's physical affection while viewing thm¢ture or hearing their
voice recording? Would it not be interesting to recall pastmories of childhood
by recording and later replaying such physical stimuli?

These ideas have triggered new research into ways of pliysieeording those
expressions of affection. This research covers methoderitims, and technolo-
gies for understanding, capturing, and transmitting treegeessions in a realistic
and secure manner.
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This book is about haptics as the new media. It describes hinajptic percep-
tion and interfaces and presents fundamentals in haptéerarg and modeling in
virtual environments. The book explains the diverse saftveaichitectures for stan-
dalone and networked haptic systems. It also demonstteesst application spec-
trum of this emerging technology together with its trendse Pprimary objective is
to provide a comprehensive overview and a practical viewagitie technologies.
An understanding of the close relationship among the widgeaf disciplines that
constitute a haptic system is a key principle towards theesgful building of col-
laborative haptic environments.

This book is different than any other book that has lookedchatibs. We look at
haptics as a new medium rather than just a domain in humampa@minteraction,
virtual reality, or robotics. It is structured as a referetook, so it allows for fast
accommodation to most of the issues concerned. It is aleaded for researchers
interested in studying touch and force feedback for usecinritelogical multimedia
systems in computer science, electrical engineering, leeratelated disciplines.
Many are searching for the next big haptic idea in researdrdanelopment areas
such as military, gaming, or interpersonal communication.

Abdulmotaleb El Saddik

Mauricio Orozco

Ottawa, Mohamad Eid
May 2011 Jongeun Cha
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Chapter 1
Haptics: General Principles

1.1 Introduction

Our senses are physiological tools for perceiving enviremal information. Hu-
mans have at least five senses (as defined and classified bgtla)isThese senses
are: sight or vision, hearing or audition, smell or olfantitouch or taction and taste
or gustation. They are perceived when sensory neurons t@atimuli and send
messages to the central nervous system. we actually hawe timam five senses.
For example, Gibson has stated that we have both outwaedtated (exterocep-
tive) senses and inward-orientated (interoceptive) sefis27]. The sense of equi-
librium, also known as proprioception, is one example obéhether senses. Each
of the sense modalities is characterized by many factocd) as the types of re-
ceived and accepted data, the sensitivity to the data irstefriemporal and spatial
resolutions, the information processing rate or bandwialtid the capability of the
receptors to adapt to the received data.

1.2 Human Senses

Typically, it is believed that vision and audition conve timost information about
an environment while the other senses are more subtle. Beaduhis, their char-
acteristics have been widely investigated over the lastfesades by scientists and
engineers which has led to the development of reliable melfia systems and en-
vironments.

15



16 1 Haptics: General Principles

1.2.1 Vision

The visual sense is based on the level of absorption of ligértgy by the eye and the
conversion of this energy into neural messages. The addeptavelength range for
human eyes is between 0.3 and 0.7 microns (1 micron£ fieters). The temporal
resolution sensitivity of the human visual system is biatally limited and not
sufficient to detect the presentation of sequential vidamés past a certain speed.
This is the reason why we do not perceive a digital movie asiessef still images,
but rather as moving pictures. Similarly, our spatial ragoh is limited and does
not allow us to resolve individual pixels. The spatial resioin is determined by the
density and type of photoreceptors in the retina. Severabifa limit the retina’s
functionality, such as the size of the pupil, the stimulaegh of the retina, the eye
movement, the background light, and the exposure time dftiget.

1.2.2 Audition

The human auditory system transmits sound waves througbutes, middle, and
inner ears. This sound wave is transformed into neural gnertghe inner ear. It

is then transmitted to the auditory cortex for processirge audible frequency of
humans ranges from 16 Hz to 20000Hz and is most efficient leeti®00Hz and
4000Hz. A sound can also be described in terms of the sound'svdivection (or

relative position of the emitter to the receiver since eaghles a non-uniform
directional sensitivity), frequency, intensity or loudse(which ranges from 0 to
160dB), and duration.

1.2.3 Touch

Indeed, the sense of touch is distributed over the entirg,hodike the other con-
ventional four senses, which are centralized around spgmafits of the body. The
sense of touch is mainly associated with active tactileesiike our hands. Such
senses can be categorized in several ways, and they haveta lime kinesthetic
senses. Humans are very sensitive to touch, but differem$ p& our body have
different sensitivities. These sensitivities vary beeatlge skin is an interface that
centrally discriminates four modalities of sensation, egnouch (including both
light touch and pressure), cold, heat, and pain. Furtheznsotombination of two or
more modalities can be used to characterize sensationsasuclighness, wetness,
and vibration. A human would not be able to sense and resotie: tphysical en-
vironment without these tactile receptors located oveetiteée body. To appreciate
the sense of touch more fully, consider the following faatscording to Heller and
Schiff [155], touch is twenty times faster than vision, sortans are able to differen-
tiate between two stimuli just 5 milliseconds apart; Bolashki et al. [44] found that
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touch is highly sensitive to vibration up to 1KHz, with theajesensitivity around
250 Hz; and skin receptors on the human palm can sense dispdats as low as
0.2 microns in length [197].

1.2.4 What does the sense of touch do for us?

Robles de la Torre [309] states that losing the sense of thasltatastrophic effects
such as impairment of hand dexterity, loss of limb positiencgption, and the in-
ability to walk, just to name a few. Every day we use human-uater interfaces to
interact, communicate, or perform various tasks, e.gdisgre-mails, downloading
a video, controlling a process in an industrial plant. Itrseehat audio and visual
feedback is dominant for these types of interactions; hewekiere is considerable
importance in developing and applying sophisticated teercaibled interfaces to
perform similar tasks or improve the performance of exgstiasks. Therefore, the
following question may arise: what level of realism can bkieeed upon enabling
touch interactions with virtual environments? To answés tfuestion, the haptic
modality must be more fully explored [310].

1.3 Haptics exploration

Haptics, a term that was derived from the Greek word “hap&simeaning “of
or relating to the sense of touch”, refers to the science afuabsensing (explo-
ration for information extraction) and manipulation (foodifying the environment)
through touch. It has also been described as “the sengibilthe individual to the
world adjacent to his body by the use of his body” [127]. Thiavwas introduced
at the beginning of the twentieth century by researcherkerfield of experimen-
tal psychology to refer to the active touch of real objectshioynans. In the late
eighties, the term was redefined to enlarge its scope todecli aspects of ma-
chine touch and human-machine touch interaction. The fimgc of objects could
be done by humans, machines, or a combination of both, anentieonment can
be real, virtual, or a combination of both. Also, the intei@t may or may not be
accompanied by other sensory modalities such as visionditi@u Currently, the
term has brought together many different disciplines,udirig biomechanics, psy-
chology, neurophysiology, engineering, and computemseethat use this term to
refer to the study of human touch and force feedback withttereal environment.
Touch is a uniqgue human sensory modality in contrast witlerothodalities.
As previously mentioned, it enables bidirectional flow oérgy due to the sensing
and acting activities performed, as well as an exchangefafriration between the
real or virtual environment and the end user(see Figure THi} is referred to as
active touch. For instance, to sense the shape of a cup, oseramutheir fingers
across its shape and surfaces to build a mental image of thé-authermore, in a
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manipulation task, for instance sewing with a needle, thisidin between “input”
and “output” is often very sharp and difficult to define. Thisdependence between
sensing and manipulating is at the heart of understandinghoionans can so deftly
interact with the physical world.

Unidirectional

Bidirectional E

Computer

Unidirectional

Fig. 1.1: A distinguishing feature of haptics is the bidtrecal flow of information

The initial sense of contact when one’s hand interacts witblgect is provided
by the touch receptors (nerves endings) in the skin. Theptereprovide informa-
tion on the geometry, texture, slippage, etc. of the obj@dase. This information is
tactile or cutaneous. When the hand applies force, tryingld this object, kines-
thetic information (force feedback) comes into play by padowg physical informa-
tion about the position and motion of the hand relative todthiect (see Figure 1.2).

e 4~

Measure
position

Command
force

Haptic Simulated

simulation & | Posttion Haptic
graphic Device controller
display " position

Fig. 1.2: Force representation in a virtual world

From Figure 1.2 one can see how we can make objects that peghk vir-
tual environment touchable. The basic principle behindibapteraction is simple.
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When the human user manipulates the generic probe (sometifieesed to as end-
effector) of the haptic device, the position sensors of #éndgak convey its tip posi-
tion to the computer. At every time interval - say every 1 isdtond - the computer
that controls the device checks for collisions between imeilated stylus and the
virtual objects populating the virtual environment. If dlisdon has occurred, the
haptic rendering system calculates the reaction foraeg/és that must be applied
at the human-device interaction point and controls theatotua computer con-
trolled electric DC motor) attached to the device, leadimg tactual perception of
the virtual objects. In the case that no collision is dewcte forces will be com-
puted/applied, and the user is free to move the stylus apiberg empty space. In
the simplest case, the magnitudes of the reaction forcessatened proportional to
the depth of indentation, and the forces are applied imntelglifollowing surface
penetration.

1.4 Concepts and Terminology

We rely on our sense of touch to do everyday tasks such asglialtouch-tone

phone, finding first gear in a manual transmission car, oripdag musical instru-

ment. We rely heavily on the tactile and kinesthetic cues egeive from the en-
vironment. Tactile cues include textures, vibrations, bathps, while kinesthetic
cues include weight and impact etc. In the following sectisa present some cru-
cial concepts and terminology related to haptics:

Haptic: the science of applying tactile, kinesthetic, or both séinas to human-
computer interactions. It refers to the ability of sensing/ar manipulating objects
in a natural or synthetic environment using a haptic intezfa

Cutaneousrelating to or involving the skin. It includes sensatiorigpressure,
temperature, and pain.

Tactile pertaining to the cutaneous sense, but more specificalgehsation of
pressure rather than temperature or pain.

Kinestheticrelating to the feeling of motion. Itis related to sensasioriginating
in muscles, tendons and joints.

Force Feedbackrelating to the mechanical production of information tbah be
sensed by the human kinesthetic system.

Haptics or haptic technologyn emerging interdisciplinary field that deals with
the understanding of human touch (human haptics), motoactexistics (machine
haptics), and with the development of computer-contradlgstems (computer hap-
tics) that allow physical interactions with real or virtwadvironments through touch

Haptic communicatiorthe means by which humans and machines communicate
via touch. It mostly concerns networking issues.

Haptic device is a manipulator with sensors, actuators, or both. A vardt
haptic devices have been developed for their own purposgesniost popular are
tactile-based, pen-based, and 3 degree-of-freedom (D&d€§ feedback devices.
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Haptic interface consists of a haptic device and software-based computer co
trol mechanisms. It enables human-machine communicati@ugh the sense of
touch. By using a haptic interface, someone can not only feednformation to
the computer but can also receive information or feedbaark the computer in the
form of a physical sensation on some part of the body.

Haptic perceptionthe process of perceiving the characteristics of objéctaigh
touch

Haptic rendering the process of calculating the sense of touch, espec@itef
It involves sampling the position sensors at the hapticaeto obtain the user’s po-
sition within the virtual environment. The position infoation received is used to
check if there are any collisions between the user and arsctshin the virtual en-
vironment. In case a collision is detected, the haptic rendenodule will compute
the appropriate feedback forces that will finally be appledo the user through
the actuators (see Figure 1.2). Haptic rendering is, tbezgh system that consists
of three parts, a collision detection algorithm, a collisfesponse algorithm, and a
control algorithm.

Sensors and Actuatara sensor is responsible for sensing the haptic information
exerted by the user on a certain object and sending theserieaidings to the haptic
rendering module. The actuator will read the haptic datatsethe haptic rendering
module and transform this information into a form perceledly human beings.

Tele-hapticsthe science of transmitting haptic sensations from a rermxplored
object/environment, using a network such as the Interoed, human operator. In
other words, it is an extension of human touching sensatipability beyond phys-
ical distance limits.

Tele-presencethe situation of sensing sufficient information about teenote
task environment and communicating this to the human openata way that is
sufficient for the operator to feel physically present at thimote site. The user’s
voice, movements, actions, etc. may be sensed, transpatteldduplicated in the
remote location. Information may be traveling in both dii@es between the user
and the remote location.

Virtual Reality (VR) can be described as the computer simulation of a real or
virtual (imaginary) world where users can interact withnitreal time and change
its state to increase realism. Such interactions are sprestcarried out with the
help of haptic interfaces, allowing participants to exajatactile and kinesthetic
information with the virtual environment.

Virtual environment (VE)is an immersive virtual reality that is simulated by a
computer and primarily involves audio-visual experien@sspite the fact that the
terminology is evolving, a virtual environment is mainlyno@rned with defining
interactive and virtual image displays.

Collaborative Virtual Environments (CVE} one of the most challenging fields
in VR because the simulation is distributed among geogcaftiidispersed com-
puters. Potential CVE applications vary widely, from medli@pplications to gam-
ing.

Simulation Engineis responsible for computing the virtual environment heha
ior over time.
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Collaborative Haptic Audio Visual Environment (C-HAV) addition to tradi-
tional media, such as image, audio, and video, haptics - &vanmedia - plays a
prominent role in making virtual or real-world objects plogdly palpable in a CVE.
A C-HAVE allows multiple users, each with his/her own haptiterface, to collab-
oratively and/or remotely manipulate shared objects intaai or real environment.

1.5 Roadmap to Multimedia Haptics

In a virtual environment, a real scenario is simulated byraater generated appli-
cation where some of the user’s senses are ingeniouslysesgiegl in order for them
to interact and perceive stimuli that are very similar tord& environment. Tradi-
tionally, human-computer interfaces have delivered tygfestimuli that are based
on two of our senses, namely vision and sound. However, Wwihatdition of the
sense of touch through tactile and force feedback, the ctenpased applications
become richer in media content through better mimicry of liéasituations and
tasks or remote real environments.

The sensing of forces is tightly coupled with both the vissydtem and one’s
spatial sense; the eyes and hands work collectively to ex@lod manipulate ob-
jects. Moreover, researchers have demonstrated thatchapitiality reduces the
perceived musculoskeletal loading that is measured tirpag and discomfort in
completing a task [92]. Therefore, there is a trend in thégahesf interfaces towards
multimodal human-computer interaction that incorpor#tessense of touch.

Our perceptions of the world arise as a combination of cateel inputs across
several of our senses. With this in mind, we might ask if itasgble to increase our
sensory perception by simultaneously coupling visual toidse haptic modality in
a haptic-based application. In literature, it is found tmatst haptic-based applica-
tions, with the exception of those designed for the visumtipaired, seem to be
augmented by visual feedback. Many researchers have shmawthe interaction
with stimuli arriving in more than one sensory modality caarease the realism of
a virtual reality. However, the keyword here is “perceptiso if the cross-modal
information is not well synchronized and consistent, thdeatdsensory informa-
tion might corrupt the intended stimulus. For instanceeaeshers have found that
when conflict between sensory cues (for instance betwedratids and eyes) arise,
the brain effectively splits the difference to produce grmmental image, and the
overall perception experienced by the subject will be a comse between the
two senses. Therefore, visual cues must be synchronizédcajitic interactions to
increase the quality of perception.

It would be easier to extract shape information throughalisteans than to col-
lect this information haptically. Exploring an object torpeive its shape using the
sense of touch places large demands on the observer's méondhe exploration
and integration of spatial and temporal signals. In cohitthe optimal exploratory
procedures for texture - pressure and lateral motion - anplsiand quick to per-
ceive using a haptic modality. Therefore, visual cues hslanticipate the haptic
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sensation resulting from the interaction with an objectadme pressing your hand
against a pillow: the visual cues have already prepared gydeel a soft object. In
this case, we can say that the visual image has influencedaptictperception.

On the other hand, many researchers have acknowledged plogtémce of ev-
eryday listening as: “the act of gaining information abowergs in the world by
listening to the sounds they make” [124]. Therefore, the &@uditory modality
contributes intensively to the perception of the ambiertrenment.

In the early stages of audio-haptic inter-modal perceptiaras shown that audi-
tory stimuli do not significantly influence haptic percept|{@58]. Later, researchers
found that sound cues that are typically associated withitggharder surfaces were
generally perceived as stiffer [95]. These studies sugipestcoupling audio and
haptics could help create more sophisticated perceptibsslality, shape, loca-
tion, and proximity. We believe, however, that the additidisound to augment the
perceptual capabilities of a haptic-based applicationmstrained by many require-
ments. For instance, the sound needs to be generated iimedtased on the user’s
interaction, and it must respond to continuous input datai(ss continuous con-
tact force). Furthermore, the synthesized sound must tefle@uditory properties
of the contacting objects.

The roadmap towards Haptics Audio Visual Environments (EA¢omprises
three different paths; human haptics, machine hapticspaten haptics, and one
roundabout called multimedia haptics (as shown in FiguB). Notice that the
knowledge is cumulative by nature. For instance, to desigroper haptic device,
one needs to understand the human haptic road, which iga&ssi human haptic
system capabilities and limitations. To develop a propetibaendering algorithm,
one needs a knowledge of spatial and temporal attributeagtfchdevices, which
lies in machine haptics, etc.

1.5.1 Path 1 - Human Haptics

Human haptics refers to the study of human sensing and matigouthrough tac-
tile and kinesthetic sensations. When a person touches actplije interaction
force or pressure is imposed on the skin. The associatedrsesygstem conveys
this information to the brain, which leads to perception.a\sesponse, the brain
issues motor commands to activate the muscles, which séadiand or arm move-
ments. Human haptics focuses mainly on this human senstitomp and all as-
pects related to human perception of the sense of touchefidrier human haptics
research deals with all the mechanical, sensory, motorcaguaitive components of
the body-brain haptic system.

Haptic perception can be defined as the process of intemgrétiich informa-
tion, or the sense of feeling things via the sense of touchetognize objects. It
involves tactile perception through the skin and kinesthegrception through the
movements and positions of the joints and muscles. Humapisrexand identify
an object by moving their fingers on the object’s surface ondiging and moving
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the whole object, which is called haptic perceptual explorg and it is identified
as active touch as opposed to passive touch [310].

The journey towards multimedia haptics starts by undedstgthe human hap-
tic system, including the tactile and kinesthetic percapprocesses and the func-
tioning of the human perceptual system. Researchers imdmgin strive to com-
prehensively understand the human haptic system. Thigdaslresearch into un-
derstanding the human sensory system, haptic perceptoagnition in the hu-
man brain, and the human motor system (actuation systeris)rd$earch also pro-
vides guidelines for the design and development of hapterfaces. Chapter 3 of
this book thoroughly covers the fundamental concepts aatd-sif-the-art research
in human haptics.

Once the physiological elements needed to reproduce thevoelal as a virtual
scenario have been identified, we turn to the disciplinedbagrs such requirements
in practical terms. The discipline of developing haptidteclogy has been named
“machine haptics”.
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1.5.2 Path 2 - Machine Haptics

Based on the knowledge of the capabilities and limitatiohthe human sense of
touch, the second phase is to design and develop haptifaicesr- or what is re-
ferred to as machine haptics. Machine haptics involvegydésy, constructing, and
developing mechanical devices that replace or augment inumech. These de-
vices, also called haptic interfaces, are put into phystoaltact with the human
body for the purpose of exchanging (measuring and dispdayitformation with
the human nervous system. In general, haptic interfaces teav basic functions;
firstly, they measure the poses (positions and/or oriemtg}iand/or contact forces
of any part of the human body, and secondly, they display timeputed reaction
touch to a haptic scene that populates touchable virtuakttdyvith haptic properties
such as stiffness, roughness, friction, etc. Haptic iat@$ can be broadly divided
into two categories: force feedback devices and tactilécdev Force feedback de-
vices display force and/or torque and enable users to feedtinee force, friction,
roughness, etc. Tactile devices present vibration, teatpes, pressure, etc. on the
human skin and display textures of a virtual object or previtformation such as
showing direction, reading text, displaying distance, etc

Force feedback devices behave like small robots that egeharechanical en-
ergy with users. One way to distinguish between haptic faterdevices is by the
number of DOFs of motion and/or force present at the devambtbnterface. De-
vices with three to six DOFs are mostly used because of the@hamnical and pro-
gramming simplicity in addition to their low cost. The userually grab and move
the device, which controls a tool-type avatar in a haptimecand when the avatar
makes contact with an object in the scene, the contact fordéoatorque is dis-
played to the user’s hand through the device. Multi-DOF dofeedback devices
such as hand-worn gloves and arm-worn exoskeletons candpravore dexter-
ity but are usually bulky and hard to wear. Combining muéipbw-DOF force
feedback devices provides simplicity and dexterity suchas/o-finger grabbing.
Another possible classification of force feedback devietstes to their grounding
locations. Two examples are ground-based and body-bagslyf-the desirable
characteristics of force feedback devices include, buhatdimited to, the follow-
ing: (1) symmetric inertia, friction, stiffness, and reaot-frequency properties, (2)
balanced range, resolution, and bandwidth of possiblarsgasd force reflection,
and (3) low back-drive inertia and friction [329].

Tactile devices are arrays of actuators that have diredacowith human skin.
Since an actuator module cannot cover the entire continsiriace of the specific
human body part, and since human skin cannot distinguishaijacent stimuli
within a certain threshold (two-point threshold) [316], shtactile devices consist of
a number of actuator modules that are uniformly distribueddiscovered through
human haptics research, the human body has various two{bo@sholds across
the body, so the density of the actuators is dependent oa thessholds. For exam-
ple, the fingertip has a very small two-point threshold coragdo that of the arm,
so fingertip tactile devices have finely distributed actttmmpared to armband-
type tactile devices. Tactile devices are also broadlygmaieed by the stimuli that
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they can generate, whether it is vibration, pressure, testype, etc., and they can
be further categorized by their actuator types, such asmatc, motor, hydraulic,
shape memory alloy, etc. Since tactile devices providenaaas stimuli while force
feedback devices provide kinesthetic stimuli, these tyes$yof devices can be com-
bined to provide a very natural haptic feedback.

In a nutshell, this path involves researchers acquiringw@dge about the ex-
isting sensory and actuation hardware technologies ancbtieol of such devices.
Researchers are concerned about the design and impleioerghtefficient and
effective sensors and/or actuators that make up a hapticedéwurthermore, this
domain explores the attributes that define the quality otibapterfaces that are
based on electromechanical technologies. This domaint&nsixely presented in
chapter 4 of this book along with a taxonomy of haptic inteefaaccording to the
proposed quality attributes.

Today almost any electromechanical interface requiresnaanemachine inter-
face, which enables the user to interact with the simulatedmotely-located real
world. These devices are mainly products of research anelaf@ment on compu-
tational elements related to computer haptics.

1.5.3 Path 3 - Computer Haptics

Once haptic interfaces are developed, we move from the madcfaiptics path to the
computer haptics path. Computer haptics is related to tegde@nd development
of algorithms and software that compute interaction foraed simulate physical
properties of touched objects, including collision ddtettand force computation
algorithms. Essentially, computer haptics deals with nindeind rendering virtual
objects for real-time display by touch, and this computingcpss is called haptic
rendering; it is analogous to graphic rendering. We ardigipapid improvements in
computer haptics as computers become more powerful andlafie and sophisti-
cated software tools and techniques become increasingiiabie.

Since the term haptic rendering has been widely used iratitez with slightly
different meanings, we explicitly define it as the following

“Haptic rendering refers to the set of algorithms and teghes that are used to
compute and generate forces and torques in response tadtiverbetween the hap-
tic interface avatar inside the virtual environment andwtinial objects populating
the environment.”

The above definition has many implications. First, the aviata virtual repre-
sentation of the haptic interface whose position and aaién are controlled by the
operator. The avatar's geometry and type of contact vadesrding to the appli-
cation and can be point-based (3-DOF), object-based (6)P@#lti-point-based
(multiple 3-DOF), or volumetric-based. The point-baseptitanterface is the most
widely used interface since itis computationally efficitmtpresenting stable haptic
interaction and provides pen-like tool-based interactiat allows the user to per-
form a variety of tasks. Although object-based avatars givee realistic interaction
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forces and torques, such tools require computationallgesipe algorithms; such
computations, if not completed promptly, can cause thecgetd become unstable.
These haptic devices are not easily available due to thiimass and high cost. An
alternative to this is the multi-point-based represeatafr his is simply a set of mul-
tiple point-based representations that is used to prouvidehijng functionality and

allow more dexterous interactions such as two-finger grapbolumetric-based

representation is usually found in medical applicationgrable cutting, drilling,

etc., by sacrificing memory storage for accelerated comatek time-consuming
computations.

The second implication is that the ability to find the poihtf$ contact is at
the core of the haptic rendering process. This is the prololecollision detection,
which becomes more difficult and computationally expenasis¢he complexity of
the models increases. However, an important characteo$thaptic interaction,
locality, drastically accelerates the collision deteatjwrocess by building hierar-
chical bounding volumes. While graphic rendering occurdally to display the
whole viewing area, haptic interaction happens in the iticiof the haptic interface
avatar, so the collision needs to be examined only arounduétar. By hierarchi-
cally dividing virtual objects into bounding volumes, thayvirtual objects that are
examined are the ones included in the bounding volume wherbdptic interface
avatar is located.

The third implication is the need for a force response athori This is the calcu-
lation of the ideal contact forces. Upon detecting a calfish a virtual environment,
interaction forces between avatars and virtual objects@mgputed and transmitted
to users via haptic interfaces, generating tactile andfeedthetic sensations. The
interaction force is generally calculated based on a patietr depth, described
as the distance the haptic interface avatar penetratesbfbetdt is acting upon.
Due to the mechanical compliance of haptic interfaces aadlibcrete computa-
tion characteristics of computers, the haptic interfacgavoften penetrates virtual
objects [410]. By introducing an ideal haptic interfacetavéhat has the same posi-
tion as the haptic interface avatar in free space and camma&tgate virtual objects,
namely a god-object or a proxy, the penetration depth isutatied as the distance
between the real haptic interface and ideal haptic interta@tar. As a result, the
interaction force is calculated according to Hooke’slasing the stiffness value of
the virtual object being acted upon. In order to add surfaopgrties such as fric-
tion or roughness to the calculated force, the position efitdeal haptic interface
avatar on the virtual object can be modulated.

The final implication is that the interaction between avatard virtual objects is
bidirectional; the energy and information flows both frond aoward the user. This
means that the virtually generated energy in the virtualrenment is physically
embodied via haptic interfaces and can potentially injaeeuser or pose a safety
problem. Generally this can be avoided by keeping the hagtidering update rate
higher than 1 kHz, providing a reasonable amount of stabiesamooth force to
simulate stiff objects [53]. However, in order to guarargebility of haptic render-

1 F = kx, whereF is the restoring forces is the penetration depth, akds a stiffness value of the
closest surface
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ing in low power systems, or to keep high fidelity, haptic cohalgorithms need to
be considered as introduced in [81, 147].

Consequently, computer haptics provides software awthites for haptic inter-
actions and synchronization with other display modaliti@sapter 5 of this book
presents the fundamental concepts of haptic rendering alith some discussions
about design and implementation details.

1.5.4 The roundabout - Multimedia Haptics

The last phase in this journey is multimedia haptics, whichsiders haptics as a
new media channel in a complete multimedia system. We defiriémedia haptics
as the following:

“the acquisition of spatial, temporal, and physical knaige of the environment
through the human touch sensory system and the integratiomination of this
knowledge with other sensory displays (such as audio, yided text) in a multi-
media system”

Multimedia haptics involves integrating and coordinating presentation of hap-
tic and other types of media in the multimedia applicatioan€rally, a multimedia
system consists of media acquisition or creation, contetftosing, and transmis-
sion and consumption components. Multimedia haptics rekezan be categorized
based on these components as described below [69].

First of all, haptic content needs to be created before itheadelivered to the
audience and consumed. While there are a lot of standardttwokspture or syn-
thesize audio and video (AV) media, such as a camcorder,lésis obvious how
the same objective can be achieved for haptic media. Bisibaptic media can be
created through three key approaches like what has beerirddvenedia: data can
be recorded using physical sensors; it can be generategl sisatialized modeling
tools; and it can be derived automatically from analysistbEoassociated media.

The acquired haptic media needs to be represented in a farpeat so that it
can be stored synchronously with other media. There have &eegeavors to add
haptic media into existing multimedia representation gawrks such as Reachin
API to VRML, H3D into X3D, HAML based on XML, and haptic broaasting
framework based on MPEG-4. Furthermore, MPEG-V Media Gdraad Control
(ISO/IEC 23005) is another framework that deals with sensdormation, includ-
ing haptic/tactile modality in a virtual world. Haptic m@dcan be synchronized
temporally and spatially with the multimedia representato produce meaningful
content. This requires haptic authoring tools, which awerparts of audio-visual
media production tools such as video authoring tools, 3Datiog tools, etc. 3D
haptic modelers, such as HAMLAT (HAML-based Authoring T¢d03]) and K-
Touch [336], provide graphic and haptic user interfacesafiating haptic proper-
ties to existing virtual objects. Tactile editors, such as\ibEditor [322], a tactile
movie authoring tool [206], enable the creation and editifgibration patterns that
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can be synchronized with AV media. We call the resultant anaith content “haptic
content” to differentiate it from AV content.

The generated haptic content can be stored in files to beedetithrough storage
devices such as CD/DVD, USB memory drive, etc. or transohitteough the com-
munication network. Sometimes the haptic content may beissdjand transmitted
immediately for real time interactions in a shared virtuadidation. Traditionally,
the implementation of the shared virtual simulation is tediby two problems: la-
tency and coherency in manipulation. Delays in processamgitmedia can easily
bring the haptic interface to a state of instability. Theref intense research has
been undertaken to reduce delays and jitters in processitigransmitting force
information over long distances. The various techniquaswere developed to in-
tegrate force feedback in shared virtual simulations maat @dith significant and
unpredictable delays and synchronization issues. One @ranf such a system
is the Collaborative Haptic Audio Visual Environments (@\AE), which allows
multiple users with their own haptic interfaces to colladorely and/or remotely
manipulate shared objects in a virtual environment.

To recapitulate, this phase covers concepts such as hapgicapturing and rep-
resentation, transmission and compression, and the symizkd dissemination of
haptic media have been explored. One of the most challerayiegs of research
in haptics is the on-time communication of haptic data, andently, extensive
research is being conducted in the domain of haptic medisnngsion (or tele-
haptics). Several communication frameworks and protdoolkaptic data commu-
nication, as well as performance issues and challengdd)eniliscussed in Chapter
6 of this book.

1.6 Haptic-Audio-Visual Multimedia System

With the technologies that have been developed in humariceapbachine hap-
tics, computer haptics, and the multimedia haptics, caiweal multimedia sys-

tems have the potential to evolve into a haptic-audio-\{slA&/) multimedia sys-

tem that brings more interactive and immersive experiebeesuse of the haptic
modality. For example, while viewers passively watch TV ocovies, or gamers
interact with video game characters audio-visually thfoaggame controller, the
HAV multimedia users would be able to touch the game chammeied feel a physi-
cal event, such as an earth quake, happening in a movie eFlgishows a diagram
of the HAV multimedia system; compared to the conventionaltimedia system,

haptic sensors and displays are added to capture haptiertiespand display haptic
interactions through corresponding devices. Since mq#iddisplays have phys-
ical contact with the human body, they are designed basediorah haptics and
machine haptics to provide a comfortable and safe intena&kperience. The in-
teraction response, such as a reacting force or vibratiagheoskin, is simulated and
calculated via the haptic rendering process, which worgsttter closely with the
graphic rendering process and other simulation enginesder to provide a stable
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and high fidelity interaction force, high update rates nedokt maintained, and the
stability of the mechanical system should be guaranteeditfir computer haptics.

Another important aspect in a HAV multimedia system is tmeade of opera-
tion. Most HAV multimedia contents work in a standalone fashhowever, net-
worked collaborative environments have gained interest society that is more
and more inter-connected these days. Thus, a haptic trasismiover networks
such as a dedicated network or the Internet can be locateiffexedt places in
the architecture based on computer haptic and multimeditidsa The network
management component is responsible for communicatingthiémedia contents
(haptic, audio, visual, etc.) over a network (dedicatedanr-dedicated networks).
This component implements all network related algorithons&intain intra-modal
(within the same media stream) and inter-modal (betwedardiit media streams)
synchronization for the multimedia contents and compesdat network deficien-
cies such as network reliability and delay/jitter. Seveécific haptic algorithms
need to be developed to compensate for information loss atwiork delays and
jitter to maintain the stability of the haptic interactions

The HAV multimedia authoring component allows users or paozdls to develop
HAV multimedia contents and applications. Similar to camienal authoring tools,
it should provide modules to import captured media, edit emhpose the media
into meaningful contents synchronized temporally andialpgtand store the results
for delivery.

1.7 Case Study: HugMe Interpersonal Communication System

In this section, we demonstrate the HAVE architecture bysm®ring a specific
haptic application called the HugMe system (haptic intespeal communication
system) [105]. Having all the contributing media types, thegMe application is
an excellent example of a complete HAVE system incorpogdatiaptic, audio, and
visual information.

The HugMe system enables a parent and child to communicatetloe Internet
using multi-modal interactions (haptic, audio, and videfoimation). As shown
in Figure 1.5, the child is wearing a haptic suit (haptic gtykhat is capable of
simulating nurturing physical stimuli. The parent, on thlees side of the network,
uses a haptic device to communicate his/her feelings totihe & 2.5 dimensional
(2.5D) camera is used to capture the image and depth infanmat the child and
send it to the parent. The parent can use the haptic deviggptp forces to the child
representation shown on their screen. The interactiomrmition is calculated and
sent back to the child, and the child feels the interactiothefparent via the haptic
jacket. Meanwhile, the force feedback of the child’s imagyednveyed to the parent
using a Novint Falcon force feedback device.

The HAVE architecture implementing the HugMe system is a@alr in Fig-
ure 1.6. The visual sensor in the HugMe system is the deptiovidhmera that
captures the color information (RGB signal) and depth imfation (D signal). The
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depth signal is a grayscale bitmap image where each pixe¢vapresents the dis-
tance between the camera and the respective pixel in the R@gea. The HugMe
system uses a commercially available camera, called thenZ®drom 3DV Sys-
tems, to capture both the RGB and the depth data. Furtherrepeeial markers
are used to track the child’s body movements and construatreah model that is
used in collision detection. All the captured informatienstored in a data repos-
itory using the HAML format. The network management comparigplements
Admux (a multimedia communication protocol for synchrosbaptic-audio-video
communication) [104], which synchronizes the multimeaiadering and adapts it
to the network requirements, compensating for any netweficigncies.

The haptic interface used in the HugMe system is the Falcuiteledeveloped
and marketed by Novint Technologies, Inc. It provides theepawith the touch
feeling whenever the haptic device end-effector collidés \&n object of the re-
mote environment (in our case the video contents). The Rallavice is both a
haptic sensor (represented by the Falcon device positiotponent) and a force
feedback device (shown as the Falcon device driver compprasishown in the
HAVE general diagram. At the child’s side, the haptic jadkatised to display tac-
tile information to the child. The haptic jacket comprisesaray of vibrotactile
actuators to simulate continuous tactile feeling to the.uRee jacket is connected
to the HugMe system using Bluetooth technology to enhasaadbility and wear-
ability.

1.8 Roadmap of the Book

The incorporation of more and more forms of media (from aiadiio video to touch,
smell, and more) is a significant research trend in multimegistems. The goal is
to attain the most natural and intuitive modes of human auigon with a digital

world. Haptics is sure to play a prominent role in makinguattobjects in these
worlds physically sensible and palpable, which increasesealism of these inter-
actions. In particular, the proper use of synchronous bapteractions results in
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better quality of experience for the end users. This bookigdes a basic knowl-
edge of haptics, including current research and commepoi&ntial. The content
is spread over four major areas, which are described asvillo

1.8.1 Haptic Applications and Research Challenges

Because the number of possible human activities is unlimge too is the number
of haptic applications. In Chapter 2, we present a desoripdf application cate-
gories showing some of these applications. As a matter of &pplications of this
technology have rapidly been extended to devices used phiga user interfaces
(GUIs), games, multimedia publishing, scientific discgvand visualization, arts
and model creation, editing sound and images, the vehidesiny, engineering,
manufacturing, tele-robotics and tele-operation, edoaind training, and medi-
cal simulation and rehabilitation. From the literatureg @an make several observa-
tions as well as recommendations for future research indsafor multimedia. The
literature also helps to pinpoint different research @rajes that the haptic commu-
nity is facing; Chapter 7 does exactly this. These challsrge classified in parallel
with the topics covered through the book; many stem fromithédtions of haptic
device hardware - impractical, expensive, and inaccessiahd the complexity of
touch and physical interactions.
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1.8.2 General Principles in Haptic Multimedia Systems and
Human Haptic Perception

Chapters 1 and 3 explain the basic principles of a haptiesysind the foundation
and disciplines related to haptics. Chapter 1 introduced#sic concepts and ter-
minology used among the haptic community and provides tigegioture” of what

a haptic system is. It also explains the common featuresmichapplications; the
architecture of a virtual reality application that incorates visual, auditory, and
haptic feedback; and haptic perception and modeling in thiaal environment.
Chapter 3 describes the biology of touch in the human bo@ycléssification and
measurement methodologies for haptic perception, anépgon experimentations
and tools.

1.8.3 Haptic Interfaces and Rendering

One of the most important aspects of haptic applicationsashiptic interface be-
cause it provides a path for perceived stimuli and the hunraskhetic and/or touch
channels. This is discussed in Chapter 4. Discussion oichrgpidering is found in
Chapter 5 and covers three main topics: collision detectigorithms and their
classifications, force response algorithms, and contgrghms. The collision-
detection algorithm uses position information collectewtigh sensors to find col-
lisions between objects and avatars and report the regudeégree of penetration
or indentation. Next, the force-response algorithm compthe “ideal” interaction
forces between avatars and virtual objects involved in Astah. And finally, the
control algorithm collects interaction force informatifsam the force-response and
applies them on the operator through the haptic device whitaining a stable
overall behavior.

1.8.4 Haptic Audio Visual Environment

In Chapter 6 we study the types and designs of applicatioaisghin access to
the virtual object perceptual information through haptispthys. Chapter 6 con-
tains descriptions of the various techniques used in iateyy force feedback into
shared virtual simulations. This integration requiredidgawith significant and un-
predictable delays, haptic information representatigngBronization, haptic APIs,
existing haptic software frameworks, such as Reachin anihile-Touch, and hap-
tic programming toolkits. The chapter elaborates on theudision of networked
haptics (commonly referred to as the Collaborative Hapticli&d Visual Environ-

ment (C-HAVE)). Some characteristics, such as quality geglence and security,
are also highlighted.
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1.9 Further Reading about Haptics

In recent years, there has been extensive research liem@tuall aspects of hap-
tic systems. Some journals, such as IEEE Transactions otiddafEEE Transac-
tions on Instrumentation and Measurement, ACM Transast@mnGraphics, ACM
Transactions on Applied Perception, ACM Transactions oftiliedia Computing,
Communications and Applications, MIT Press Presencen§eriMultimedia Tools
and Applications, Springer Multimedia Systems Journad, ve Electronic Journal
of Haptics Research “Haptics-e” frequently publish hapt@sed research results.
Many other journals, such as Journal of Robotics and Mechiis, have special
issues on this subject.

In addition, a good number of international conferencesvearttshops are either
dedicated to haptics or have special sessions on haptiose 8gamples are: the
IEEE International Symposium on Haptic Audio Visual Envineents and Games
(HAVE), IEEE Haptics Symposium, Eurohaptics, WorldhaptiaCM Multimedia
(ACM MM) and Human Computer Interaction (ACM HCI) Conferexs¢ and the
IEEE International Conference on Robotics and Automation.



Chapter 2
Haptics: Haptics Applications

2.1 Introduction

Mankind has always dreamt of escaping reality, and this willy be possible

through the use of new technologies. According to Greekndgeshen Daedalus
and his young son Icarus were trapped within the Labyrirdh Braedalus had built,
Icarus did not escape by finding an exit through trial andreargoing through the

walls; he escaped by taking to the sky using a set of wingstagisd by his father.

He escaped through the use of new technology. Overwhelmibcthg excitement

of the feeling of flying, Icarus went too high. By flying too s to the sun, the
heat melted the wax that held his wings together, and herfiithe sea. Indeed,
technology can be pushed too far! Escaping reality usingn@ogy, while keeping

in touch with reality, is the fantasy some visionaries ayity to achieve. Some of
these visionaries work on haptic audio visual environm@i&/Es).

2.2 Haptic Evolution: from Psychophysics to Multimedia

Haptics was introduced at the beginning of th&2@ntury through research in the
field of experimental psychology aimed at understandingdmitouch perception
and manipulation. These psychophysical experiments geoMihe contextual clues
involved in haptic perception between humans and machifes.results in the
disciplines of psychology and physiology provided a rerewerge into the study
of haptics, and it remained popular until the late eightiessearchers have found
that the mechanism by which we feel and perceive the tactiaitiges of our envi-
ronments are considerably more complex in structure tlearexample, our visual
modality. However, they opened up a wealth of opportunitiescademic research
to achieve realistic touch simulation.

Turning to the robotics arena in the seventies and eighfiéseolast century,
most researchers were considering the systems aspecttofltiog remote robotic

35
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vehicles to perceive and manipulate their environmentobgh. The main objec-
tive was to create devices with a dexterity inspired by humatdailities. When these
robotic mechanical systems have a human being in their @dotp, they are re-
ferred to as tele-manipulators. In these systems, an apesagxpected to perceive
the environment, reason about the perceived informati@ikendecisions based on
this perception, and act according to a plan specified atyahigh level [19]. In
time, the robotics community found interest in topics imtthg, but not limited to:
sensory design and processing, grasp control and manglatbject modeling,
and haptic information encoding. Meanwhile, terms suchels-operation”, “tele-
presence”, and “tele-robotics” were used interchangebplthe robotics commu-
nity until the mid-nineties. Two of these terms ended up peispecially important
for haptic systems: tele-operation and tele-presence:djgération refers to the ex-
tension of a person’s sensing and manipulation capakilitie@ remote location. In
tele-presence, an operator feels as if he/she is physiaalige remote site. Mo-
tivated by these concepts, the tele-presence and teletaperesearch communi-
ties developed several projects in a variety of fields suatuatear, sub-sea, space,
and military applications. Only recently have haptic teabgies become integrated
with high-end workstations for computer-aided design (GAdnhd at the lower end
on home PCs and consoles to augment human-computer imerédCl). Effec-
tively, this implies the opening of a new mechanical chartmetiveen humans and
computers such that data can be accessed and literally utateig through haptic
interfaces. Currently, computer haptic systems can disptgects of sophisticated
complexity and behavior. This is thanks to: the availapitf high-performance
force-controllable haptic interfaces; affordable conapiohal geometric modeling,
collision detection, and response techniques; a good stad®ling of the human
perceptual needs; and a dramatic increase in processieg smel memory size.
With the commercial availability of haptic devices, softe@doolkits, and haptics-
enabled applications, we foresee that the field of humatidsamteraction will
experience an exciting growth. Kinesthetic movement amplibéactile sensations
allow for multimedia applications to utilize touch and ferfieedback in addition to
traditional media such as image, audio, and video. Hags, new media, plays a
prominent role in making real-world objects physicallygethle in a collaborative
virtual environment. For instance, Collaborative HaptaluVisual Environments
(C-HAVES) allow multiple users, each with his/her own haptgvice, to manipulate
shared objects in a virtual environment.

The potential of haptics as a new media is quite significantfany applications,
such as: tele-contact (haptic conference), gaming, tedsgmce, tele-learning, tele-
medicine, tele-operation in hazardous environments, sl design and testing,
scientific discovery and visualization, arts and creatibe, automotive industry,
engineering, manufacturing, education and training, dsasemedical simulation
and rehabilitation and any related interactive virtualitgapplication (as illustrated
in Figure 2.1). Therefore, the application spectrum isewast, and its trend of
expansion is anticipated to increase. In this chapter, wege an overview of some
of the current applications involving the use of haptics pscemising technology.
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Fig. 2.1: The spectrum and trend for HAVE applications

2.3 Haptics for Medical Applications

Medicine is an ancient discipline, yet the medical field hasrban active source of
haptic development in the recent past. Haptics have beehinsaedical training
to revolutionize many surgical procedures over the lastdesades. Surgeons rely
on the feeling of net forces resulting from tool-tissue iattions, and they require
proper training to successfully operate on patients. Sivageic technology can be
applied to different techniques in the medical field, we hadepted the formal
medical procedure taxonomy to identify current medicgitltabased applications.
A medical procedure is “an activity directed at or perforneedan individual with
the object of improving health, treating disease or injorymaking a diagnosis”
This can include a wide variety of techniques; however, ading to the Canadian
Centre for Health Information [366], medical procedures ba broadly classified
into diagnostic, therapeutic, and surgical procedureslé\ftaptics can be used for
education and training in diagnostic procedures, in thaklwee concentrate on hap-
tics applied in surgical simulations and therapeutic pdoices, particularly stroke
based rehabilitation and support for the visually impaired

2.3.1 Surgical Simulations

Surgery can be defined as “the branch of medicine concerrtadre@tment of bod-
ily injuries or disorders by incision or manipulation, esjadly with instruments?.
Surgery simulation environments that utilize force feedkbdevices can support

1 International Dictionary of Medicine and Biology ISBN 04¥11849x
2 Concise Oxford Dictionary-10th Edition
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medical simulations and training. Despite the fact that technology has been in-
troduced in minimally invasive surgery (MIS) proceduresioag others, there is
still a problem providing significant haptic feedback to moye user performance
on such systems. This was pointed out by Xin et al. [398] atallaeferenced by
Okamura [269]. Surgical simulators potentially addressyraf the issues in surgi-
cal training: they can generate scenarios of varying coxitgtenew and complex
procedures can be practiced on a simulator before proageulapatient or animal;
and students can practice on their own schedule and repegirdictice sessions
as many times as they want. Surgical simulators have beeryad in [233] and
can be classified according to their simulation complexityeedle-based surgery,
minimally invasive surgery, and open surgery.

Needle-based procedures use needles, catheters, guike-amnd other small
bore instruments for teaching relatively straightforwardcedures with well-defined
algorithms. They are performed most commonly in abdominejexy. The needle
insertion action is sometimes difficult to perform and regsia pre-programming.
A novel interactive haptic approach is presented in [96]nusate this procedure.
The virtual needle insertions are simulated using a nuraenmaterial model and
a derived needle shaft force distribution. A virtual neddladvanced into a linear
elastostatic model in two dimensions that are discretizédguthe finite element
method. Other needle-based simulators can be found in B&3], A similar type
of simulation was established by Chial et al. [76] who préséra haptic scissor
system intended to simulate the interface of a pair of Mdiaen? surgical scis-
sors. It has been tested and compared against real tissutasins. The haptic
results recorded from this project provide good guidelfioes detailed analysis for
reality-based modeling, but there is still further resbdccbe done to overcome the
limitations in the presented approach.

Minimally invasive surgery uses specially designed instuts that are intro-
duced into the body via small incisions and is commonly reféto as laparoscopic
surgery. It is characterized by a limited range of motion hagtic feedback, the
use of specialized tools, and video displays. Many lapajscsimulators have
been developed so far [231, 39]. For instance, a trainingcsstmulate laparo-
scopic procedures based on virtual surgical instrumemtddforming and cutting
3D anatomical models has been developed at the Institubhatde Recherche en
Informatique et en Automatique (INRIA) [288]. Their appobas based on biome-
chanical models that include the notion of anistrégleformation.

Another framework that includes many important aspectsaptibs is the Min-
imally Invasive Surgical Simulation and Training (MISSTafmework described in
[26]. Several challenges have been uncovered in the desilgihSsimulators, in-
cluding the haptic interface hardware design, tissue agdromodel development,
tool-tissue interactions, real-time graphical and hagiering, and recording and

8 American surgeon (1876-1944). The surgical scissors have beerdraftee Dr. Myron Firth
Metzenbaum. They have curved blades with blunt ends.

4 Anistropic. Physics: having a different magnitude or propsnigaen measured in different di-
rections. Properties of a material depend on the directioreXample, wood. In a piece of wood,
you can see lines going in one direction; this direction iemefd to as “with the grain”.
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playback. In the field of commercial products, Simbidifxhas developed a LAP
Mentor™™, which is a multi-disciplinary surgery simulator that afetraining to
both new and experienced surgeons. Training ranges froi la@sroscopic skills
to performing complete laparoscopic surgical procedug&s], LAP Mentof V
provides tactile sensations transmitted by the use of teggapic instruments.

Open surgery requires direct vision of, and tactile contattt, a region of inter-
est inside the human body. The visual field, the range of bdpédback, and the
freedom of motion are considerably larger compared to Mi&s it is more difficult
to simulate. For example, a biopsy is a medical procedute¢fias on the manual
skills of the medical surgeon. Acquisition of these skidguires gaining significant
experience. One method has been proposed by Marti et al] {@4tquire such
experience through a technique that combines visualizatith haptic rendering to
provide real-time assistance to medical gestures. Thisslgioavigator is a system
that provides haptic feedback to the surgeon using pasieetific data. Realistic
open surgery simulation requires considerable advanckaptics and visual ren-
dering, real-time deformation, and organ and tissue mogeli

Simulation environments that utilize force feedback tedbgies can support
medical education and training. The application of a dgsktaptic interface for
pre-operative planning and training for hip arthroplastyggons is introduced in
[373]. Another haptic-based medical training system ioiticed in [9]. Their sys-
tem’s GUI (Graphical User Interface) allows a trainee or parator to simultane-
ously see multiple views of a virtual patient’s anatomy frdiffierent perspectives.
In addition, medical training for the skill of bone drilling investigated in [112].
It was observed that enabling haptic and acoustic feedbamkased the perfor-
mance of the trainees and accelerated the training pragasgeons from Pennsyl-
vania State University’'s School of Medicine and Cambritigsed Boston Dynam-
ics developed a training simulation using two PHANToM (e Haptic Interface
Mechanism) devices [246]. Medical residents, through aikited environment, re-
hearsed needle-based procedures; meanwhile, data regandir surgical skills
was collected. Many other medical education and trainirgjesys have been pro-
posed, including a computer-based system for trainingteggapic procedures [27]
and a Munich Knee Joint Simulator [307], among others.

Robot-assisted surgery has been achieved in various fighkSosuch as appen-
dectomies and cardiotomies (heart surgery), by the statieeeart da Vinci Surgical
System, which became commercially available in the latadfrdf the 1990s and is
now the most commonly used robotic system for MIS. The da Msgstem has
enabled the replication of a surgeon’s delicate and dexs$ehand motions within
the patient’'s body through small surgical incisions. Alibb the effectiveness of
haptic feedback in robot-assisted tele-operated surgesybt yet been fully inves-
tigated [253], it is still evident that surgeons can benebtinf haptic feedback in
robotic surgery [204].

The following examples show the progress that is being madeciorporating
haptics into the realm of surgery:

The authors in [38, 302] investigated the effect of visuptltafeedback with
modified da Vinci surgical instruments. Their study desesitevidence that vi-
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sual sensory substitution permits the surgeon to apply mamsistent and precise
robot-assisted knot tying and allows greater tensions enduture materials without
breakage during the procedure.

Tholey et al. [369, 93] have developed a prototype for a lapaopic grasper with
force feedback capability, along with an information-emted display for provid-
ing vision and force feedback to the user while manipulatisgues. Their results
confirm that with simultaneous vision and force feedbackjextis are more com-
fortable and more accurate at characterizing tissues cadpeth either vision or
force feedback alone.

A tele-manipulated experimental surgical platform wasedigped in [93]. The
platform included commercially available equivalent scagjinstruments to present
comparable conditions for the surgeons. One of the findiragsthat force feedback
influences the application of forces significantly in suadiknot tying, and visual
fatigue decreases significantly while operating with fafgedback for young and
conventionally experienced surgeons.

2.3.2 Stroke-based Rehabilitation

Strokes are considered one of the leading causes of dedhtle mwdrld according
to a World Health Organization report (WHO, 2008). Survivoray suffer minor
or major disabilities in their cognitive and motor capakek and, as a result, are
unable to carry out their usual daily activities. Typicatlyey enter a rehabilitation
program to recover their motor abilities up to a certain eit®irtual Reality (VR)
technologies have been used to provide entertaining enmieats for stroke patients
to use as a therapeutic tool to regain fundamental motortifume Incorporating
haptic technologies into virtual environments allows @at$ to feel and touch the
virtual environment as well.

The rehabilitation process involves applying certainésrto the injured/disabled
organ (such as the finger, arm, ankle) to help it recover iemgth and range of
motion. Emphasis is placed on the optimization of functiomotigh the combined
use of medications, physical modalities, physical trajmivith therapeutic exer-
cise, movement and activities modification, adaptive emeipt and assistive de-
vices, orthotics (braces), prosthetics, and experimerdgaling approaches. Some
of the mentioned techniques can benefit from the trend o&atitraptic technology,
which, if combined with virtual environments, presents ptian for optimizing cur-
rent procedures. Adding force feedback information withirehabilitation virtual
environment helps to measure performance and to tailoopaénce-based exer-
cises for each patient. This potential to assess a patjgntfermance by measuring
different parameters, which cannot be evaluated in ti@dhli rehabilitation, can be
of benefit to both patients and occupational therapists.

Some relevant work that combines virtual reality and hagetitinologies to han-
dle post stroke rehabilitation of the upper and lower exities) (hand, arm and
ankle) are [189, 52, 280, 339, 338, 42, 250]. Their work destrates that stroke
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and musculoskeletal pain syndromes are the most recurogwlitons that have
taken advantage of haptic technology. For example, Bragrah [52] proposed the
use of a 3D-computer game as a training utility to promoteommglearning in a
patient suffering from left arm paresis (muscular weakheBise effectiveness of
haptic-guided errorless learning has also been testedmjigh a group of twelve
post-stroke patients. It has been shown that the concersilog @rrorless learning
with haptic feedback benefitted some patients, but not &dlli Bhd Munih [241]
developed a low cost haptic device with two active degredseefiom (DOFs) and
a tendon-driven transmission system optimized for finger@ses. The device was
constructed to envelop a finger workspace and to generatesfoip to 10 N.

In the case of lower extremities, such as the ankle, a ratatlzih environment
has been developed in [42] using the 'Rutgers Ankle’ hapticick as a foot joy-
stick. Variations in the exercises were achieved by chantfie impedance levels,
stiffness levels, and vibrations. The same Rutgers Anklierfimce has been used
in the rehabilitation of musculoskeletal injuries [94].Keeping with the extremity
areas of the body, there is a PC-based orthopaedic relh#ibilitsystem [293] and
an upper limb rehabilitation system [222]. A distributedl@oorative environment
has also been developed in [251], which includes hapticosgrfeedback, aug-
mented with a voice conferencing system, to serve strokergatin the sub-acute
phase. Other applications include the rehabilitation ¢fepés with hemispatial ne-
glecP [22], hand rehabilitation, and robotic therapy using Hiddéarkov Model
(HMM) based skill teaching [404].

Furthermore, a haptic-based system for hand rehabilitationsisting of a series
of game-like tasks to address certain parameters of handmmw, such as grasp-
ing angles, velocities, and/or forces, was used as testdvezkperimental evalua-
tion in [339]. The system can be set up in the patient’s hooigpedvide a treatment
that is not restricted by time and/or facilities, while offeg continuous evaluation
of the patient’s improvement. The proposed framework ipooates tests that occu-
pational therapists have been using for a long time, sudhea¥gbsen Test for Hand
Function (JTHF) [255] and the Box and Block test (BBT) [247].

Alamri et al. [13] presented a system based on AugmentedtiR6&R) technol-
ogy that can increase a patient’s involvement in the rehatiin exercise, and at
the same time, measure the patient’s performance withewtitect supervision of a
therapist. Their proposed system is called SIERRA, for4ststke Interactive and
Entertaining Rehabilitation with ReActive objects. Thatgm uses AR technology
to provide a natural exercise environment containing éaiteng virtual objects. It
adopts a game concept to provide patients with a more eini@ganvironment for
treatments. They seamlessly superimpose virtual objatdsa real environment,
which allows patients to interact with them in motivatingmgascenarios using a
tangible object. In this system, the tangible object ise¢kdénensionally tracked us-
ing vision analysis algorithms, and the movement of theitdagbject is mapped
on a virtual avatar that can interact with the virtual enmirent. Since vibrotactile
actuators are attached to the tangible object, the paerexperience haptic/tactile

5 “The syndrome of hemispatial neglect is characterized by retlae@reness of stimuli on one
side of space, even though there may be no sensory loss” [282]
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Fig. 2.2: An example of the Shelf game designed for real artdaliobjects

feedback in addition to audio-visual feedback. The usgtsiiudy they conducted
with stroke patients at the German Rehab centre in Wisbdummssthat games with
vibrotactile feedback offer advantages both in terms ofrowimg the interest of pa-
tients in the therapy and in dealing with the realism of thengs, which improved
the rehabilitation process. Figure 2.2 shows an examplaeoShelf game, which
was designed as an AR game where users make use of both reaftaatiobjects.

2.3.3 Support of the Visually Impaired

According to the WHO, in 2002 there were more than 161 millisually impaired
people worldwide. From that figure, 124 million people haa \asion while 37 mil-
lion were blind (WHO 2010). In addition, age-related macdlegeneration (AMD)
is one of the leading causes of severe visual impairmentiaging population. Re-
search is showing that haptics can play a vital role in imprgthe quality of life
of those affected. A study conducted by Jacko and his teandém®nstrated the
benefits of multimodal components for enhancing human astens with infor-
mation technologies that have graphical user interface8{)cTheir study is based
on a simple drag-and-drop task using a computer mouse. fidseilts revealed that
the inclusion of multimodal feedback including haptics noyes the performance
of users with AMD of varying levels of visual acuity, as weli a group of age-
matched controls [190].

Haptics enhances the perception of blind or visually ingzapeople in applica-
tions such as learning, typing, and reading, by convertiegal or sound informa-
tion into a haptic modality. In the last decade, significasierarch has been carried
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out with regards to building applications and systems dgdit for blind and vi-

sually impaired people. Among the early works in this domdensson realized
that exploring computer generated objects for blind pebpkespecific challenges,
especially when exploring a 3D object’s attributes depidtea 2D space [192].

His study distinguished the contribution of haptic inteda, more specifically the
PHAToM device, in exploring a virtual object’s physicalrditites, such as rough-
ness, by blindfolded users. His experiments demonstratgdfor those whose vi-
sion was not available, adding force feedback contributgmitant information to

the task of exploring objects.

In his work, Levesque [224] presented a comprehensive gofie use of hap-
tics with the blind. A dual-point haptic interface withingtcuropean Union GRAB
project (http://www.grab-eu.com) has been developeddstinig three scenarios:
the exploration of chart data, a city map explorer, and a @agventure game [21].
These applications were developed and demonstrated iegudst work by Igle-
sias et al. [180], where the applications were tested byallisimpaired persons
with different profiles, e.g. congenitally blind vs. acaqdrblindness, to confirm the
validity and potential of the developed system.

A TACTICS system, which stands for TACTile Image Creatiorst®yn, converts
visual information into tactile information and was propdsn [390]. The idea is
to develop an interface for visually impaired people toliptet complex scientific
data. The system comprises a software/hardware architeatoere graphical in-
formation is segmented and later transformed to audiblepom@nts. The objective
is to allow blind users to surf the web, browse a CD-ROM cditet of images,
or navigate a GUI with a certain degree of comprehensionnf@eperimental set
up [390]. Four experiments: simple and timed discriminatias well as identifi-
cation and comprehension of tactile images were conduoteddaiuate the perfor-
mance of the proposed system. For example, in an unprocsssetfitactile images
50% of the subjects performed well at the discriminatiorktds addition, they
found that blind subjects were 10% less accurate than sightisjects to discrimi-
nate tactile images.

Yu et al. [405] proposed a system to support visually immghpgeople in access-
ing graphs and diagrams by exploring the outline of givereaisjthrough the sense
of touch. The experimental setup was based on two diffeiees Idisplayed on a
graph with different friction properties. Preliminary ts showed some issues in
correctly identifying the layout of the line segments in siien. The authors argued
that the discrepancies found in the results were due to thchdevice used in the
experiment (PHANToM). Furthermore they stated that suckvéce is adequate for
kinesthetic rather than cutaneous sensation.

“Audio Haptics for Visually Impaired Training and Educati@t a Distance”
(AHVITED is an approach for retrieving visual informatiolnrough the use of di-
agrams with integrated sound files (AHVITED 2010). The maialgs to improve
accessibility to visual graphics by non-visual means aralltw autonomy of use
by the individual in a distance learning environment. Theofwof-concept proto-
type is based on different tactile technologies includmgch screens on which tac-
tile overlays are placed. A tactile overlay is laid on thedogcreen, and the system
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is activated by the user touching the screen. In additionnvgyenbols, icons, and
regions of the tactile surface are pressed, the user receiggant audio feedback
from the computer.

The Chromo-Haptic Sensor-Tactor (CHST) is a device thaesamts the feeling
of color. CHST contains a glove, with short-range opticdbceensors mounted
on its fingertips, and a torso-worn belt, on which vibrotactictuators (“tactors”)
are mounted. The main purpose of developing such a devioeaitribute a feeling
to different colors for visually impaired people, even iEthhave been unsighted
since birth. Recognizing colors can be critical in some ades (e.g. orange or red
used as a hazard warning). This system was designed to mapdiou sensors to
four vibro-tactile actuators. It consists of a glove withuf@olor-sensing modules
(Red, Green, Blue and Clear) and a soft elastic fabric beh wiset of tactors.
The glove and belt are interfaced to a microprocessor sySthmbelt can be worn
around the torso in such a way that the tactors are placessigaie skin with
moderate pressure. The first step is to convert the sensor, B, &d C values
to an approximate point in RGB space. Then, the RGB vectoraisstated to a
more intuitive color space. The system maps the resultdot ¢o a vibrotactile
representation by defining and transmitting tactor sigiga5s].

The Dynamic Tactile Map is a project that includes an Irgeltit Glasses Sys-
tem providing stereo images and a VlbroTActiLe (VITAL) infece encompassing
8 x 8 vibrating microcoils that can work up to 400 Hz. The mgwils are sepa-
rated from each other by a distance of 5 mm. This project ptegedynamic tactile
map for dual space binary representation useful as a nawigabl for the visually
impaired. The system works in steps. In the first step, thellipent Glasses Sys-
tem takes a picture of the surroundings where the user isddchlext, the image is
transferred to the VITAL interface via wires. Finally, théTAL interface represents
the map of the environment as obstacles and empty spaceeHbéeranain purpose
of implementing this system is to be used as an obstacle awvo&system [240].
The Tactile Handle is a device used to direct blind peopleugh both familiar and
unfamiliar environments without relying on the assistantea guide. The tactile
handle consists of an array of vibrotactile actuators, spm&imity sensors, and
an embedded microcontroller. The three main parametetstasgncode the infor-
mation are: (1) the location of the tactile feedback, whexeherow of actuators
corresponds to a distance (e.g. 1 foot), while each columresents a different di-
rection (2) the intensity of the feedback, where an incréatiee vibration intensity
means that the user is getting closer to the obstacle, and/gisa and (3) the timing
of the feedback, in which a continuous vibration feedbacklmecome uncomfort-
able to the user. In response to the last point, in the caseofnuous obstacle,
e.g., a wall, the feedback is divided into given intervalsoifortable length and
frequency. An ultrasound sensor measures the distance®etiie subject and an
obstacle and sends the calculated value to the microctertrohe microcontroller
evaluates the distance and gives orders to the vibratioamntit actuate. The signal
coming from the microcontroller to the tactile actuator jsudse-width modulation
(PWM) signal [49]. A similar system using another mobile devis described in
[60].
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2.4 Tele-robotics and Tele-operation

Tele-operators are remote-controlled robotic devices. first electrically actuated
tele-operators were built in the 1950s at the Argonne Natibab, by Dr. Raymond
C. Goertz, to remotely handle radioactive substances. Wia@ndevices are simu-
lated using a computer, as they are in operator trainingedsyit is useful to provide
the force feedback that would be felt in actual operatiomsuich cases, when con-
tact forces are reproduced for the operator, it is callegtibdele-operation”. Given
that the objects being manipulated do not exist in a physieate, the forces are
generated using haptic operator controls. Data repregetaiich sensations may
be saved or played back using haptic technologies.

Since then, the use of haptics, particularly force feedpbhels become more
widespread in all kinds of tele-operators, such as undemetploration, assem-
bly and manufacturing, and micro-assembly. For instandencoss and her col-
leagues have developed a system called Distributed Itiiegadrtual PROtotyping
(DIVIPRO) for virtual assembly and maintenance tasks [13hE system enables
collaborative and cooperative engineering designs betweegraphically distinct
design teams. Four types of behaviors are consideredsicolldetection, geometric
constraints, flexible pipe object simulation, and forcedfesck. Another example is
the Collaborative Haptic Assembly Simulator (CHAS) [18The system is com-
prised of two components: the Assembly Simulator (AS) aredHlaptic Assem-
bly Simulator (HAS). The AS allows inter-object collisioetéction and automatic
recognition of assembly constraints between the graspagaoent and the rest of
the mechanical assembly. The HAS enables the user to toecassembly com-
ponents using a haptic device in different user actionsteraction modes: touch,
grasp, move, collide, assemble, and disassemble.

As far as microassembly applications are concerned, depsstotypes have
been built to demonstrate the improvement that haptic médion brings to micro-
scale manufacturing (micro-nano and bio-manipulation)adidition to geometric
scaling, with haptics it becomes possible to perform foraisg and to include
complex physical models into the control loop to achieveghér level of manip-
ulation precision and better understanding of the envirmior example, Hollis
and Salcudean [171] presents a foundation platform thabeaised to perform tele-
operated microassembly. The major contribution was thebaaation of the Mag-
netic Levitation Haptic Interface with a mini-factory, hotleveloped at Carnegie
Mellon Uuniversity (CMU). The experimental results showke advantages of the
magnetic levitation device characterized by low levitatedsses, force indepen-
dence with position, and force linearity according to Larérevitation principle. .
However, the main disadvantage is the low force output oehter (magnetic) ac-
tuators compared to Maxwell (electric) actuators. In addjtvan Strijp et al. [361]
developed and tested a virtual micro world for micro-asdgitasks using a 3D dis-
play and the PHANToM Omni haptic device. The authors fourad #ltiihesive forces

6 In physics, the Lorentz force is the force on a point charge dugectromagnetic fields:source
Wikipedia.
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(not volumetric forces) determine and dominate the int&yaavithin microassem-
bly. A linear scaling was used to map the micro forces to theg® exerted on the
user of a haptic device.

2.4.1 Tele-Surgery

In addition to problems already associated with surgicalugations, tele-surgery
involves two additional issues: the coherency of the viraggnes among all par-
ticipating users, and force feedback stability when haipticrmation is sent over
non-dedicated channels such as the Internet, where theaenng other things,
latency and jitter. A tele-surgery system comprises thmeponents: (1) a master
console with input devices that is known as the surgeon e communication
channel for bilateral control, and (3) a slave robot at thiéepaside.

Gosselin et al. [138] developed a new force feedback mastetteat pays par-
ticular attention to precise manipulation and transpabsttavior. The proposed
system provides two-hand manipulation (i.e. the contréaf slave devices simul-
taneously) and a dexterous manipulation representationovements as in open
surgery. Furthermore, the input devices are staticallgriza@d to avoid involuntary
movements so that a high level of safety is guaranteed.

A collaborative haptic simulation architecture for tractmmy surgery has been
proposed in [409]. Two application scenarios were considtetwo doctors at ge-
ographically different places collaborating to performuagery; and a trainer who
coaches the trainee on how to perform a surgery in a “teletonghmanner. The au-
thors claim that the use of a haptic real-time controller TiIRguarantees a stable
haptic control loop and can compensate for network delays.

At the University of Ottawa, a group of researchers devalapbkapto-visual eye
cataract surgery training application [107, 146]. The maplon supports three sce-
narios: (1) an instructor and a trainee - in distinct phyldmeations - interacting in
real-time in a tele-mentor fashion, (2) a trainee learnhmgygurgical procedure by
means of perceptual cues, and (3) a trainee performing tgersuwithout any guid-
ance. The developed application utilizes the CANARIE nekto ensure smooth-
ness and transparency of the remote components. CANARIEadizn Network
for the Advancement of Research, Industry, and Educatiod jta Lightpath is an
on-going program allowing researchers to request androdtdicated CANARIE
network infrastructure resources to build their own neksoiThus, a Lightpath is
a dedicated high bandwidth communication channel or Midirauit, or the con-
catenation of several sections of these to form an end-do-@yhtpath, providing
effective bandwidth over great geographical distancek [59
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2.4.2 Military Applications

There are numerous applications in military training amdusations that can bene-
fit from the adoption of haptic technology. There are circtamses in which haptics
can be a useful substitute information source, where viaimhsound are not avail-
able, or are apprehensible. For instance, battlefield tiondj such as the presence
of artillery fire or smoke, might mask sound and vision madézdi thus making hap-
tics an efficient communication channel. Additionally, tiep could function as an
assistive information source to sound or vision that hdtesnbilitary of the future
in its battle against new and hard-to-find enemies.

Kron and Schmidth [215] proposed military applicationstihalude land mine
or bomb detection and removal, collaborative training enmvinents, casualty evac-
uation, and battlefield surgery. They implemented a tedsgmce system which en-
ables an expert to execute a given task from a central caitiobn located in a safe
remote environment. It is possible that expert care couldddizered by a haptic-
enabled in-field robot. In this type of tele-presence systemexpert is able to safely
perform the defined task from a central control room out ofrtiamwvay.

2.5 Media

The incorporation of haptics with audio-visual media datesk to 1959, when
tactile stimulation was used to enhance the movie “The @irighy attaching vi-
brating devices to the theatre seats. In the seventies na speaker system, named
“Sensurround”, used sub-sonic rumbles in order to enaldatidience to feel the
theatre shake [384]. The vibrating devices were syncheahizith sound effects to
enhance the audio sensory experience. Although thesersysie not provide vari-
ous sophisticated feelings synchronized with objects teas, they provide simple
vibration cues that help viewers become more immersed iladsual media. An-
other example is the Showscan simulator that moves, tifid,shakes seats in an
auditorium in synchrony with the audio-visual contentptiiged on a large-format
screen. The digital multimedia age is moving rapidly to rehomeowners so that
they can enjoy and be immersed in high quality video and aomtidia. High defi-
nition (HD) video and video on demand (VOD) are pushing viesie be interested
in more interactive scenarios, such as touching and maatipglvideo broadcasting
media [71]. Lately, research indicates the greater feléigibf applying haptics into
audio-visual media and proposes haptic interaction santor broadcasting con-
tent such as “The TouchTV Project” [271]. In this approatie authors focus on
disconnecting the link between the audio channel of the anealitent and the hap-
tic display in order to define a particular haptic channethhis dedicated channel,
they plan to distinguish which content can be created o#-from that which can
be gathered and transmitted in real-time. Based on this tj@al proposed two con-
tent scenarios: authored content and real-time conteauttmored content, viewers
are able to interact with and influence the presentation @frecorded content. In
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real-time content, the acquisition and display of haptieteat occurs in real time.
The authors built two systems for measuring and transmgitictelerations of a ve-
hicle in racing applications and collision impacts of a balla soccer game as a
demonstration. In an extended study, they adapted a foecbéek gaming joystick
to resemble a TV remote control in order for users to placie fimgers over the ac-
tuators in a traditional way [272]. Through a series of aamteequences, they have
investigated the application of haptics in the broadcgstiedia.

2.5.1 Haptic Broadcasting

Chaetal. [72] showed interest in haptic broadcasting bp@smg a home shopping
environment. The authors demonstrated a home shoppingrszevhere viewers
could haptically explore 3D items such as wristwatch madelgheir implemen-
tation, a 3D product model was overlaid onto a 2D video cagtuhrough a web
camera. In the system, a fiducial marker position and oriiemtdrom the camera
are calculated by using the Augmented Reality techniquetla3D model is over-
laid onto the marker’s position with the appropriate orédiain. As a result, the 3D
model looks seamlessly attached to the captured scenewifids, viewers can
touch the 3D model through a haptic device.

Gaw et al. [125] proposed an authoring environment for emdimgchaptic infor-
mation in a video stream. Their idea is to use one graphitaiface for recording
haptic information and another one for playing it back. Theppse is to haptically
annotate movies to allow users to feel what is happening ers¢theen. Addition-
ally, Yamaguchi et al. [399] proposed a system that geneirzetic feedback au-
tomatically from 2D graphics by relying on metadata thatcdégs the movement
characteristics of the media contents. Viewers can feahtbitgon of the objects us-
ing a 2 DOF force feedback device. The intent to enable usargdract haptically
with a video stream has been proposed in [69]. They develapedmework for
a haptically enabled broadcasting system that allows machisition, creation,
authoring, transmission, viewing, and interaction basethe MPEG-4 framework.
The media contains haptic properties and motion data teattarsically and spatio-
temporally synchronized with audio-visual media. The aundsual media, the hap-
tic media, and the scene descriptors are compressed witltagepencoders and
multiplexed into a stream that is saved in MP4 format (desigior MPEG-4 me-
dia information). This file is transmitted to viewers via eestming server through
satellite, airwaves, the Internet, etc.

Another interesting application that augments synchreruaptic feedback to
video contents is presented in [297]. The application steea YouTube video onto
the local machine and presents the video to the user via itetptayer called the
arm band device. The YouTube video is annotated with tafetddback using XML
notation and time stamps that specify when the tactile #otuds triggered. The
application is composed of a client browser, implementeédgudava-based SWT
components provided with the IBM Eclipse tool, and the tacirm band device.
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The haptic rendering logic is embedded in the client browessd a Bluetooth com-
munication module is used to connect the arm band to the camthe arm band
device is embedded with vibrotactile motors that generdieations at controllable
amplitudes, frequencies, and durations to simulate @iffetactile feedback.

2.5.2 E-Commerce

Force feedback can allow a consumer to physically interattt & virtual prod-
uct before purchasing it. Human hands are able to test a prdgufeeling the
warm/cold, soft/hard, smooth/rough, and light/heavy prtips of surfaces and tex-
tures that compose a product. Consumers usually like tdtoeitain products, such
as bed linens and clothes, before buying them.

Surprisingly, little work has been completed in the field @fptic-enabled e-
commerce. For instance, Shen et al. [340] proposed a soefimarthe online ex-
perience of buying a car. A virtual car showroom is creatémh@with avatars for
both the customer and the salesperson so that they can cacateum real-time.
Furthermore, the customer avatar can perform haptic-kfasetions inside the car,
such as turning the ignition and the sound system on or ofé dme scenario
was developed in [108] within a generic framework calledgdni. The framework
serves to standardize the development of hapto-visuaicapipins by providing a
fixed set of services regardless of the choice of graphic ptitiaoftware and hard-
ware.

Another e-commerce application is introduced in [77] amdsaio provide a more
realistic interaction through a computer mouse system.allkors present a sce-
nario where a customer logs onto a virtual sweater shop veehsd clicks on their
favorite fabric. The gesture information associated wité fabric is downloaded
and displayed on the local computer via the haptic mousesysin this appli-
cation, there is no need for real-time interaction, yet theactness of the haptic
modeling is still an open issue. The HAPTEX project (HAP#&asing of the virtual
TEXtiles) ushered in new avenues for research by enablirsgata perceive, touch
and manipulate textiles. The goal of this project was togfean interface that en-
ables realistic rendering of textiles; and to synchronizstipie sensory feedback
(haptics and visual) [239].

2.5.3 Video Games

According to Nilsen et al. [265], the gaming experience coggs physical, mental,
social, and emotional aspects. We argue that, in particidiare feedback technol-
ogy enhances the physical aspects of the gaming experignmetiding a deeper
physical reality when playing a game, improving the phylssdls of the players,

and allowing players to imitate the usage of physical artifalt is the physical as-
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pects of the game that force feedback technology (haptidgreces by creating a
more realistic physical feeling when playing a game. Culyea diverse spectrum
of games available in the market take advantage of the fesdifack effects offered
by mainstream haptic interfaces.

One of the first works on the development of joystick-like thadevices was car-
ried out at Massachussetts Institute of Technology (MITJ Bimiversity of North
Carolina at Chapel Hill (UNC), which resulted in a 3-DOF dmvthat simulates an
object’s inertia and surface texture [259]. Using this deyiOuhyoung et al. [277]
designed a game-like flight simulator that creates vibratiwhenever the aircraft is
attacked by the enemy or reaction forces on the handle whepee fires a weapon.
Currently, vibration feedback joysticks and steering whdmm companies like
Logitech are widely used as input devices in video gamesifnsense, haptic re-
search has introduced new forms of complexity in the devetag of games by
emulating the user experience based on this particulardoiibnal feedback. Pi-
oneering attempts at introducing modern haptics to gamintde Haptic Battle
Pong [263], a pong clone with force-feedback that hapticditplays contact be-
tween a ball and a paddle using the PHANToM Omni device [3B5& PHANToM
is used to position and orient the paddle and to render theacbbetween the ball
and the paddle as physical forces. Haptic Arkanoid is amdithk-and-paddle game
where a player uses a paddle to deflect a ball so that it hisutiace of a brick wall
and generates the physical impact feeling of the rebound][1tthas been shown
that playing the haptic version is more fun even though theation feedback is not
realistic.

Nilsson and Aamisepp [266] worked on the integration of legphto a 3D game
engine. They have investigated the possibility of addingticdhardware support to
Crystal Space, an open source 3D game engine. Haptic suppeing added via a
plugin to the existing visual game engine with some limitas [376].

By using existing, well-developed game engine componerds as Unity 3D, a
scene graph library and physics engine, and augmenting witnthe design and
implementation of haptic rendering algorithms, it is pbsio create a highly use-
ful haptic game development environment. This can resudt iith environment,
which provides players or users with a higher sense of imioeras well as new
and interesting ways to interact with the game environm#&8}. [In addition, this
simulated world can be used to do research on applicatiais asiphysical reha-
bilitation, driver training simulations, and more.

There is also a haptic device called HandJive designed fergarsonal enter-
tainment [118]. The concept is described as a handheld tihjatfits in one hand
and allows remote play through haptic input and output. ihicunicates wirelessly
with similar devices and provides haptic stimuli. In faciptic devices are becom-
ing more accessible to the average computer and consolandevill play an im-
portant role in providing innovative forms of entertainmefs further evidence,
in 2008, Novint Technologies introduced the Novint Falcavide, which is af-
fordable, even for mainstream consumers [267]. This desicew integrated with
several popular video games.
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2.5.4 Arts and Design

Adding force feedback to virtual sculpturing is a naturabletion that would en-
hance the immersion of the user and the perception of artwintkial haptic sculpt-
ing, based on the constructive volume methodology, has teesloped by Chen
and Sun [74] to perform melting, burning, stamping, paigtinonstructing, and
peeling interactions in real-time. The authors in [89] hiad Yision that by using
haptics in a virtual design environment, designers wouldHtie to feel and deform
the objects in a much more natural 3D setting. A sculptindesyswas proposed
that would allow users to interactively feel the physicaklistic presence of vir-
tual B-Spline objects with force feedback throughout theigie process. Blanch et
al. [40] proposed a solution for reducing the classical fgwis of instabilities dur-
ing the interaction with virtual sculptures by allowing tding and/or editing of the
artwork. Thus, as expressed by Mr. Blanch, “this techniquerees the interactiv-
ity of the task and leads to an enhanced non-tactorealis¢idifack that increases
the usability of the sculpture tool” [40]. The non-tactdigtéc feedback provides
an expressive force feedback and refers to the use of fomraputed with a psy-
chophysical model rather a physical one, thereby changmbaptic representation
of the object being manipulated.

Virtual Clay is another example of using haptics to enhahedtinctionality of
deformable models in a natural and intuitive way [249]. THeai is that there is
a natural connection between the haptic and the dynamic Isidateth depend on
real-world physical laws to drive the realistic simulatiemd interaction of dynamic
objects. Therefore, the Virtual Clay was designed basedyoardic subdivision-
based solids models that respond to applied forces in aalatud predictive manner
and give the user the illusion of manipulating semi-elastitial clay.

In the art of painting, DAB is an interactive haptic paintimgerface that uses
a deformable 3D brush model to give users natural controlamhpex brush
strokes [30]. It was found that force feedback enhanceséhsesof realism and
provides tactile cues that help users in handling the paistbin a more sophisti-
cated manner. The physical feeling of digital painting,iv from the Japanese
traditional streaming art of Sumi-Nagashi, has been deeeldn [403]. Another
haptic device, called the Haptic Desktop System, is usedawidg tasks and acts
as a virtual guide through its force feedback capabilitRY].

Haptic technology has significant benefits for virtual muss51]. It makes
very fragile objects available to scholars, allows remagitars to feel objects at
a distance, lets visually impaired people feel the exhilsitel allows museums to
display a range of artifacts without taking up museum spBeegamasco and his
colleagues [35] are creating the architecture of the “Muoseid Pure Form” vir-
tual reality system. Two proposed approaches have beetogede (1) placing the
system inside several museums and art galleries in a netidtkropean cultural
institutions that is made available to visitors to the itagibns, and (2) placing and
testing the system inside a CAVE (Cave Automatic Virtual iEmvment: a room-
sized cube whose walls are used for displaying an immersitieayreality environ-
ment through projectors).
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2.6 Mobile Haptics

With the development of touchscreen-based phones, sudtedddtorola A1200,
HTC Diamond, Sony Ericson w960i, Samsung Ultra Smart F53iplé iPhone,
Android T-GI, Nokia XpressMusic 5800, and Blackberry Stomaw user interac-
tion techniques have appeared through the use of fingergylua pen. These types
of mobile devices utilize gesture as the means for data itqpatiow much easier
user interaction; for instance, users are flicking theirdisgacross the touchscreen
for browsing through web pages or using a pinching motiorzémming into pho-
tos. Several user preference studies [391, 382] on mohiteegalso showed signif-
icant increases in user satisfaction for the overall ganpegance with advanced
haptic interfaces as compared to simple on-off vibratiomerely audio feedback
(15 - 17% increase in [382]. In addition, Wei et al. [391] pmeted a study of re-
placing buttons with pen gestures in a mobile first persotigame. The study
indicated that touchscreen-based devices provide much freedom to the users
in terms of control as compared to button-based mobile phared eventually in-
creased playability and the overall experience. Tactifgibdeedback is becoming
common in smart phones and mobile handheld devices. Snoaphanufacturers
such as Apple, Nokia, LG and Motorola are including diffeérgpes of haptic tech-
nologies in their devices. In most cases this takes the fdranvibration response
to touch. Another leading edge application involves brggtihe sense of touch to
social interpersonal interactions between mobile phoeesusiaptic information is
particularly significant in social interaction [318]. A siidouch can elicit strong
emotional experiences, such as the comforting experiefmanwouched by one’s
spouse or the feeling of anxiety when touched by strangegptiélatimuli can be
communicated over haptic-enabled mobile phones througllugh of the Hapticon
Message Service (HMS), which is analogous to SMS or MMS. idaps are small
programmed force patterns that can be used to communica®@feeling’ notion
through symbolic touch. Researchers have shown that huanamspable of distin-
guishing between seven to ten vibration patterns througlséimse of touch alone,
and with very little training [23]. The first step to creatiktapticons is to trans-
form the social/emotional and physical signals into a terapsequence of pulses
of vibrations or simple vibrotactile patterns. This can bhiaved by changing one
or more basic parameters of the vibratory patterns sucheagsiéncy, amplitude,
waveform, and duration for each Hapticon. These vibratatyepns can be stored
on the mobile devices and played when a specific correspgrsitymal is sent from
the other communicating party. There has been ongoingnasedo the design of
the Hapticons so that they correspond to different emotimnages. For instance,
in [91], nine vibrotactile patterns were designed to repnésine emotional images.
The authors showed that, for example, two different vibrapatterns with different
duration must be combined to mimic the feeling of crying.

Currently, researchers are fostering their interest irnperating the sense of
touch to facilitate social and interpersonal communicasgstems [105]. Haptics
is crucial for interpersonal communication as a means toesgpaffection, inten-
tion, or emotion. Examples are a handshake, a hug, or reglaical contact [50].
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Several studies have confirmed that infants deprived ofakitact lose weight and
may even become ill [262]. Furthermore, studies of humaanits reveal that the
absence of affectionate touch can cause social problen®s.[TBere have been
significant efforts to incorporate haptic modality intoarersonal communication
systems.

One of the earlier systems for interpersonal communicdtidhe TapTap pro-
totype [45], which is a wearable haptic system that allowmguring human touch
to be recorded, broadcast, and played back for emotionedfiieThe tactile data
is transmitted asynchronously. Another commercially latdé product is the Hug
Shirt™™ that enables people to feel hugs over distance. It is destiib[88]. The
shirt is embedded with sensors and actuators to read orateciiege sensation of
touch, skin warmth, and emotion of a hug (heartbeat rate}, lsea distant lover.
The hugger sends hugs using a Java-enabled mobile phoneatippl. An SMS is
sent through the mobile network to the loved one’s mobilenghavhich then de-
livers the hug message to the shirt via Bluetooth. Anothlerhiaptic system that
enables interpersonal interactions is described in [368his system, an Internet
pajama is developed to promote physical closeness betwdgldand their remote
parent. The pajama reproduces hugging sensations thaataet@pplies to a doll
or teddy bear in place of the child.

An interesting research project has been performed at thRIRICof the Uni-
versity of Ottawa. They developed the KissME system, which heck gaiter that
enables people to receive kisses or haptic touches ovandesf296]. Embedded in
the gaiter are actuators that recreate the emotion of tisdrkim the remote user. A
Bluetooth connection was used for the communication betvagaobile phone and
the gaiter in order to send a “kiss” message from one userdthan Furthermore,
the KissMe system was used to bridge real and virtual wordsoloyerting a kiss
in the virtual world (between two avatars in Second Life) tphgsical kiss using
a neck piece [296]. The system later evolved into what then teglled the HugMe
system [105]. The HugMe system simulates haptic interpgiscommunication
between two users. The remote person is wearing a hapti¢hsyitic jacket) that
is capable of simulating a nurturing touch. The local pensses a haptic device to
communicate his/her feelings to the remote person. A degiteca (2.5D camera)
is used to capture the image and depth information of the teperson and send it
back to the local person’s computer. The local person carhtthe video contents
with the force feedback device while the remote person vesedynchronous touch
via the haptic jacket.

2.7 Haptics and Virtual reality

The possibilities of integrating haptic interactions witinden Lab’s multiuser on-
line virtual world Second Life [234] are investigated by €ale et al. [283]. Once
connected to Second Life, the users can view their avatasomputer simulated
3D environment, and they can participate in real-time taa&ed games, play anima-
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Fig. 2.3: The HugMe system

tions, and communicate with other avatars through instassiaging and voice. The
social communication aspect of Second Life is hugely papaled the community
has millions of users. Moreover, its open source viewer iges/a unique opportu-
nity to extend it further and equip it with the haptic inteian modality [352]. An-
other interesting effort to integrate haptic interactionSecond Life is presented in
[174, 297]. The Second Life haptic interaction prototypstegn attempts to bridge
the gap between virtual and real world events by incorpagah interpersonal hap-
tic communication system in Second Life. The developedesystiorks as an add-
on and is loosely coupled to the Second Life viewer. The bapid animation data
are annotated in the virtual 3D avatar body parts. The 3Daawatd the annotated
body parts represent a real user who receives input throesfuig, mouse, speech,
or text. This produces emotional feedback such as toudtietiand hug to the real
user, through a previously developed haptic jacket sys&8hthat is composed of
an array of vibrotactile actuators. The haptic jacket ptesithe funneling illusion
based touch haptic feedback. The funneling illusion dbssra phantom sensation
phenomenon midway between two stimulators (e.g. vibridéact sound stimuli),
where they are presented simultaneously at adjacentéosaftl5, 32].

2.8 Education and Learning

There has been a growing interest in developing hapticfades that allow people
to access and learn information in virtual environmentsystem for constructing
a haptic model of a mathematical function using the PHANTodice was in-

troduced and partially implemented in [332]. The programepts a mathematical
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function with one variable as input and constructs a haptideh made of balsa
wood with the trace of the function carved into its surfadeisTprototype has been
extended in [333] to display functions of two variablesyadliuce sonification of
functions of one variable, and improve the user interface.

A virtual reality application combined with haptic feedkdor geometry educa-
tion has been recently investigated [265]. The proposegsypresents a haptic 3D
representation of a geometry problem’s construction ahdiea. The performance
evaluation showed that the system is user friendly and hasded a more effi-
cient learning approach. Also, a multimedia system thatriperates visual, audio,
and force feedback has been developed in [242]. Their pirgdim results demon-
strated that adding force feedback can enhance the legoningss, especially in
languages that are based on non-Latin characters such b Arapanese or Chi-
nese. This application guides users, allowing them to s, lnd feel the charac-
ter's shape. Their approach uses a Dynamic Time Wrappingigaé to recognize
the character that has been evaluated in its interfacer heiimedia learning tool
supports five languages: Arabic, English, Chinese, Japaaesl French, and it is
implemented under the PHANToM Omni haptic device.

Another application, which simulates a catapult, has bemmldped to enable
users to interact with and learn about the laws of physicstitizing a force feed-
back slider (FFS) interface [213]. The FFS is a motorize@ptidmeter limited to
1-D of movement (push/pull along a line). The user simplybgréhe slider and
moves the handle. It is claimed that the force feedback hadess in creating a
mental model to understand the laws of physics.

2.9 Haptics for Security

Using haptics as a mechanism for identifying and verifyimg authenticity of users
is a novel avenue of haptic research. The feasibility of thptic biometrics ap-
proach has already been proven by Orozco et al. [273, 274, AT@ptic-biometric
system has been proposed in which physical attributes ssigtosition, velocity,
force, and torque data are extracted from the interactiaghehaptic end effector
within a virtual environment. Thus, data generated thraaigker performing a spe-
cific task, such as signing a virtual check, were continuoosasured and stored.
Subsequently, the proposed haptic system generated athiosignature from the
measurement and evaluation of that specific data, which sefor authentication
purposes.

Similar work in this domain includes the design and impletagon of a graphi-
cal password system that incorporates the sense of tountphesptic interfaces [275].
The system utilizes the physical attributes captured dunimman-computer inter-
action, including, for example, pressure and velocity, ases them as 'hidden’ fea-
tures to increase the resiliency of the system. The authair® ¢hat the proposed
system is more resistant to well-known security system fliaan other previously
known graphical password schemes. Using haptics, the peapgystem was able
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to integrate pressure as a binary input during the generati@a graphical pass-
word. This increased the resiliency of such a scheme to hiotioary attacks and

shoulder surfing attacks. Figure 2.4 shows both 5x5 and 8xi8 gsed to draw a
graphical password. This system has a very low likelihood bfometric security

system incorrectly accepting an access attempt by an uorézel user (False Ac-
ceptance Rate) or rejecting an access attempt by an algtarger (False Rejection
Rate).

Please Draw Your Passgraph On The Grid Please Draw Your Passgraph On The Grid
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Fig. 2.4: The graphical password with haptic interaction

Another approach, which is based on a multilayer perce@aP) neural net-
work, was adopted to identify a user by analyzing a handsyritignature and its
associated haptic information, such as pressure [16].din #pproach, a handwrit-
ing environment provided a virtual scenario where userddoatite their signature
on a virtual plate. The rich haptic information, such as égneelocity, and angular
rotation, were gathered as the key elements to identifyseyaiwho took part in
their experimental work.

2.10 Closing Remarks

This chapter covers both historically significant and réceork relevant to hap-
tic technologies and applications. It is worth mentionihgtteven with the recent
significant progress in haptic technologies, the incorfianeof haptics into virtual
environments is still in its infancy. A wide range of humatites, including com-
munication, education, art, entertainment, commerce,saiehce, would forever
change if we learned how to capture, manipulate, and cregctsensory stimuli
that are nearly indistinguishable from reality. For theditd move beyond what is
considered to be state of the art today, many commercialeafohblogical barriers
need to be surmounted. First, business models and framswoglneeded to make
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haptic devices practical, inexpensive, and widely acbéssivith the ultimate goal
being to have haptic devices used as easily as the commorutenmpouse.






Chapter 3
Human Haptic Perception

3.1 Introduction

In this chapter, we discuss the tactile and kinestheticgptual processes and the
functions of the human perceptual system. An understandirthe human per-
ception process is essential to the design and developndraptic devices and
software, especially in order to maximize their performaand cost efficiency. For
example, the Pacinian corpuscle, one of the four major tgp@sechanoreceptors
in human skin, detects rapid vibrations of about 200-300Herefore, to stimu-
late these receptors, the vibration range of motors usedbiotactile devices do
not need to operate at frequencies over 300Hz. Additiontally chapter introduces
haptic perceptual illusions. These can play an importdetirofooling human hap-
tic perception and generating a more complex touch sems#ian the stimulus
actually delivers.

3.2 Touch and Cognition

Touch is different from other senses in that it consists dbaed loop and a bidirec-
tional channel of both sensing and acting. It depends onigdlysontact, and its re-
ceptors are spread over the entire body. In fact, touchsrelieaction or exploration
to stimulate perception, which can be either passive ovecRassive tactile per-
ception (cutaneous perception) is limited to the zone ofairwith objects. While

specific discriminations are still possible, tactile pg@toal capacity is limited due to
the lack of any exploratory movements. Nonetheless, inrdodenderstand a given
object, voluntary movements must be made to compensatedanhallness of the
tactile perceptual field. The resulting kinesthetic petiogs are essentially linked
to the cutaneous perceptions generated by skin contagtidifie tactile-kinesthetic
action, or active touch. In audio or visual signals like geenusic, or an image, the
order of the sequence of stimuli carries a meaning. In cepttauch can perceive
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stimuli in any order and then mentally build up a whole pietaven while the eyes
explore a wide scene or a large picture. Consequently, tptmbides information
about spatial and physical properties of the environmertt) gs texture, mass, di-
rection, distance, shape, size, etc. Haptic stimulatiorbeagenerated through heat,
vibration, and pressure by applying several forces, whasbly results in a kind
of skin deformation. We distinguish between three main $ypiehaptic receptors:
(1) thermo receptors, which are receptors for perceiviegdimperature that signals
heat or cold information; (2) nociceptors, which are sepseceptors responsible
for the perception of pain; and (3) mechanoreceptors, widshond to mechanical
actions such as force, vibration, and pressure. The firsttypwes are considered
cutaneous receptors while the third type of receptor carobed in skin, muscle
tendons, and joints.

The areas of the skin that are mobile, deformable and coatdense collection
of sensory receptors are the most effective in terms ofiégoéirception. These areas
include the areas around and inside the mouth and those arthdnand system.
From a cognitive perspective, the latter constitutes thehaptic perceptual system,
acting on the environment and perceiving stimuli from theirmmment at the same
time. Moreover, the hands are the motor organs that are nseéching, holding,
transporting, and transforming objects in our daily livesthe next section, the
human haptic system is more precisely introduced with sppéocus on the arm-
hand system.

3.3 Human Haptic System

The human haptic system consists of four components: naimeiypechanical, sen-
sory, motor, and cognitive components. The mechanical ooyt of most signif-
icance is essentially the arm-hand system. This comporwrdists of the upper
arm, the forearm, and the hand, which, as a whole, possessesthan twenty-
eight degrees of freedom for dexterous exploration and pudation. The sensory
(or somesthetic) system includes large numbers of varilasses of receptors and
nerve endings in the skin, joints, tendons, and musclescaiy a physical stim-
ulus activates these receptors and causes them to convayrgémformation (me-
chanical, thermal, pain, etc.) of the touched object viaatffierent neurons to the
central nervous system. The brain, in turn, analyzes anad&pees” this information
and issues appropriate motor commands to activate the esuscdl initiate hand or
arm movements. This happens through the efferent nervashwhrry nerve im-
pulses out of the central nervous system. Figure 3.1 shogvfdbptic interaction
system in the human body.

The human haptic system perceives two types of informatactile or cuta-
neous, and kinesthetic or proprioceptive; however, theseces are not mutually
exclusive and are often perceived as a combination of the Tactile information
is conveyed when the human hand is passive and stationaly imhiontact with
an object. Kinesthetic information is expressed duringra@nd free motion of the
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Fig. 3.1: Human Haptic System

hand. For instance, we perceive an object’s shape and ¢ettitmugh the tactile
stimulus, which is mainly provided by the tactile receptiorshe skin. In order to
handle, grasp, or squeeze an object, our hands must appbypaiape forces. There-
fore, kinesthetic information needs to be gathered fronpth&tion and motion of
the hand and arm, as well as the forces acting on them, to ggease of the total
contact forces, surface compliance, and weight [394]. Exaly, all sensing and
manipulation interactions that are performed activelyhwiite normal hand involve
both types of information.

3.3.1 Mechanical Structure of the arm-hand haptic system

The human arm-hand haptic structure roughly consists obadpalm attached to
the forearm by the wrist joint. Opposite to the wrist, andret dbuter edge of the
palm, are five digits: the thumb and four fingers. The fingerstiafolded forward
over the palm for holding objects. The forearm consists efdistal area of the
arm between the elbow and the wrist. This human structur®mmes many daily

tasks ranging from highly meticulous and dexterous a@wito simple lifting of

weight. The study and research of such a complex system Hastethe design
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and development of dexterous arm-hand mechanical systemnisuman-assisted
manipulation tasks, among other applications

3.3.1.1 Hand Anatomy and its mechanical replication

The human hand is one of the most sophisticated parts tlraeis with the envi-
ronment. The hand allows us to perform fine and gross motmreclike displacing
tiny objects and grasping. The human hand, as shown in FRjArés composed of
many small bones called carpals, metacarpals, and phalafige metacarpals ar-
ticulate with the carpal bones, which, in turn, articulatthwthe ulna and radius
bones of the forearm to form the wrist joint [31]. Each fingasla metacarpal bone
and a proximal, middle, and distal phalanx. Exclusivelg, titumb does not have a
middle phalanx. From an anatomical perspective, the huraad has twenty-seven
bones: eight bones of the wrist are arranged in two rows af fiue bones of the
metacarpus (or palm), one for each digit; and fourteen aligiones (phalanges),
two in the thumb and three in each finger. The carpal bonegdigishallow socket
formed by the bones of the forearm.

Fig. 3.2: The hand skeleton structure

Different electromechanical and kinematic models of thed'®mfinger tendons
and their relations to the finger joints have been proposeshéwacterize the hu-
man hand haptic system and to replicate the hand’s dexteasks [370, 235, 355].
These works are related to robotic hand systems, which arendethe scope of
this book. However, we would like to briefly list some reletamrks that describe
several features worth considering during the design dfit\dpvices. For instance,
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the aspects of static and kinetic friction are major chgénin the control of a
mechanical hand model. Also, linearity relationships lestwtendon displacement
and joint angles play an important role in deriving accurdtgnamic models of
such mechanisms. Currently, no tactile display can preseitiiple cutaneous sen-
sations at once. Although touch is a low-resolution senskecam only be applied
locally, it demonstrates some superior properties to misichich is often hampered
by geometry, surface reflection, and lighting [359].

3.3.1.2 Forearm

The forearm is the structure on the upper limb that is sarfirddetween the elbow
and the wrist. As shown in Figure 3.3, the bones of the elb@ntteg humerus (the
upper arm bone), the ulna (the larger bone of the forearntddcan the opposite
side of the thumb), and the radius (the smaller bone of theafon located on the
same side as the thumb). The elbow behaves like a hinge jeiwelen the humerus
and ulna; the movement is along one direction and is comfmtala mechanism
by which a door or a lid opens and closes. However, there i€@nsecomponent
to this joint where the radius (the radial head) and humerestnThis complicates
the joint because the radius has to rotate so that the hanldectmned palm up or
down. At the same time, it has to slide against the end of tineehus as the elbow
bends and straightens. The joint is even more complex bedaesradius has to
slide against the ulna as it rotates the wrist as well. Asaltgbe end of the radius
at the elbow is shaped like a smooth knob for sliding agaestutna and has a cup
shape that fits onto the end of the humerus.

Fig. 3.3: The human forearm
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Since grasping is linked with the forearm anatomy, we wilbger the guidelines
for grasping tasks. In robotics, when a robot arm grasps gtplihe interaction
involves the real world. This means that objects have a siggght, and form that
all directly impact the grasp activity. Thus, the capabibif grasping for a robot
involves many considerations to cover even basic humawitéesi

3.3.2 Human Sensory System

In order to understand the neural basis of perceptual psesed is important to
study the characteristics of the somesthetic system. ieisénsory system associ-
ated with the human body, including skin senses, proprio@epand the feeling in
the internal organs. This system is a non-homogenous airtitg its sensory recep-
tors are widely dispersed and are functionally diversififus section presents an
overview of the structure of the touch sensory system in msngsee Figure 3.4).
The overview is divided into three parts: (1) touch recept{®) connections to the
brain, and (3) the touch system within the brain [290]. Torezteptors are the “input
devices” of the human body that collect information throtgttile and kinesthetic
perceptions. This is the main source of haptic data whereaheus physical quan-
tities, such as pressure and temperature, are given a comgpogsentation. The
connection to the brain is the “wiring” between the brain émelreceptors where a
lot of preprocessing takes place. Finally, the touch systéirin the brain is where
the information is processed into its final perceivable form

3.3.2.1 Touch Receptors

The function of a sensory receptor is to transform a physitalulus into a signal
that can be processed further by other parts of the nervaisrmay The first step in
this transformation is to cause a change in the electrigadgctance of the channel
protein, and thus change the conductance of the membraneeltaf the receptor;
this process is referred to as the chain of transductions&€bend step is to create an
impulsive discharge, the action of a nerve cell generatmg@rgulse. The change
in the conductance of the membrane channel causes a chattye imembrane’s
potential, which leads to the propagation of the touch dignéact, second-order
neurons transmit the generated signal up the spine andhettéhilamus region
of the brain. Here, third-order neurons complete the pattinéocortex where the
corresponding sensation of temperature, pain, and/osyress registered.

In tactile perception, information from the mechanicalatefation of the skin
is coded by cutaneous mechanoreceptors situated in tieeatifflayers of the skin,
as shown in Figure 3.5. The human tactile sense is compodedrokinds of sen-
sory organs in the hairless skin: Meissner’s corpusclesnien corpuscles, Merkel
disks, and Ruffini endings [343]. Their sensitivities degh@m their size, density,
frequency range, and nerve fiber branching. These recejptwes been classified



3.3 Human Haptic System 65

Dendrites in taitiicals Axon
skin

Axon terminals |
on muscle fibers | !

Central nervous
system
(spinal cord)

Fig. 3.4: Human Sensory System

based on their adaptive properties (rapid versus slow)landharacteristics of their
receptive fields (small and highly localized versus larg&gissner corpuscles and
Merkel disks have small, localized receptive fields, wherBacinian corpuscles
and Ruffini endings have large and less localized receptesti Many functional
features of cutaneous mechanoreceptors have been subgdensive study, such
as the rate of adaptation to stimuli, the location within ki, the mean receptive
areas, the spatial resolution, the response frequencyaratehe frequency for max-
imum sensitivity. Such parameters are at least partialjewstood, and important
thresholds have been discovered. For example, in a set ohpgliysical experi-
ments, the capability of the human fingertip to detect sthais provided us with a
specific set of threshold metrics. In addition to these semmmeters, which are
described below, the hand and forearm anatomic structwrbden adapted in order
to simulate those haptic sensory principles.

Meissner’s corpuscles are found both in hairless skin amginfollicle endings
in hairy skin. They are sensitive to light touch, local shapégative velocity (slip),
and flutter (10-60 Hz). They elicit the sensation of touch ottér. They are also
characterized by very fast adaptability to the stimulughsy are only active during
the initial contact with the stimulus. The mean receptiveaads about 13mf The
proportion of Meissner’s corpuscles is about 43% of the haedhanoreceptors.
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They are located in the dermis (shallow). The spatial régwius poor and is not
sensitive to temperature.

Pacinian corpuscles are sensitive to acceleration andtidbrof 70-1000 Hz and
elicit the sensation of touch or vibration. These recepdoesvery fast in adapting
to the stimulus. They are found both in hairless and hainy bklow the dermis and
subcutis (very deep). The mean receptive area is about 181fira proportion of
the Pacinian corpuscles is about 13% of the hand mechamioese

Merkel's disks are sensitive to small-scale shape and presand they elicit
the sensation of touch and pressure. They adapt slowlyrtmbtiand thus are ac-
tive during the entire stimulus event. From a location pectige, they reside on
the dermis border near the epidermis (shallow), and thegrcakiout 25% of the
hand mechanoreceptors. Their mean receptive area is about’l Their response
frequency range is 0.4 -100Hz.

Ruffini endings adapt slowly to skin stretch and directidioate stimuli. From
a location perspective, they reside in the dermis (deep)ttaeylcover about 19%
of the hand mechanoreceptors. Their mean receptive ardsoig 89mni. Like
Merkel disks, the response frequency range is 0.4 -100Hz.

Hairy skin receptors are characterized by a special lowluéieq, indicating
that they do not effectively perceive a specific geometniacstire of an object.
Consequently, actuators in a haptic device for textureqmicn must be applied
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to hairless skin areas (such as on the palms and fingertipdg those conveying
vibratory information can be activated anywhere on the Had¥].

The receptors that support the kinesthetic sense aref@assto four categories,
two in the joints and two in the muscles: Golgi type ending®int ligaments (joint
torque), Ruffini endings contained in the joint capsuleslgiG@ndons monitoring
muscle tension, and muscle spindles contained in the naigclaeasure static po-
sition and movement [144]. Working together, these reagsptoovide information
about joint angles and muscle length, tension, and rate®arige. They provide
information on the movement of joints, the movement’s viéypand the contractile
state of the muscles controlling the joint. Combined with ittformation from the
motor and cognitive systems, this produces the perceiweldl fiosition and move-
ment. It is worth mentioning that the force control and pptaal bandwidth differs
from person to person. For instance, the maximum frequeritywhich a typical
hand can command motion varies from 5 to 10 Hz, while the osiénd force
signal bandwidths range from 20 to 30 Hz [54].

3.3.2.2 Connections to the Brain

Sensory information coded by cutaneous and proprioceptaptors is transmitted
to the central nervous system by two separate, major astgpdihways: the dor-
sal column-medial lemniscal system and the anterolateraéXtralemniscal) sys-
tem. Of these two pathways, only the dorsal column-mediahiscal system is of
significant importance to tactile and kinesthetic peraepgtibecause it transmits in-
formation involved in cutaneous and proprioceptive sergitrapidly (from 30 to
110 m/s).

Two different types of nerve fibers convey signaling fromeors to the spinal
cord: first-order neurons and second-order neurons. Theseoanected through
synapses in either a many-to-many or many-to-one fashioa fifst-order neurons
are physically divided into two groups/systems: the spialamic system and the
lemniscal system. The spinothalamic system is a bundle wfons that transmits
sensations of temperature and pain, whereas the lemnigsiains comprises the
mechanoreceptors. The second-order neurons interacineitions either leading
to the brain or down to glands and muscles, thus giving ris®ine reflexes.

3.3.2.3 Touch System in the Brain

The sensory information from the skin receptors is carreed tayer on the sur-
face of the brain called the somatosensory cortex. Thisrdayer of the brain is
about one quarter of an inch thick. The mapping of the humaly ba the cortex is
known as the “homunculus”. The body parts that have a highyaotiperception,
such as the lips and fingers, comprise large areas of the loutusnand less acute
parts comprise much smaller areas. The homunculus is baatine primary so-



68 3 Human Haptic Perception

matosensory cortex (Sl). However, somatosensory inféoméd also processed in
the secondary somatosensory cortex (Sll), as shown in & g6t

Upper Lip
o Lips

OLower Lip

Fig. 3.6: Sensory input mapping onto specific brain areas.

From the somatosensory cortex, messages about sensotyanement to other
areas of the brain, like motor areas for generating actions.

3.3.3 The Motor System

The motor subsystem comprises contractile organs (suchuasles) by which
movements of the various organs and body parts are affetednedian and ulnar
nerves are the major nerves of the hand. They spread alorigrith of the arm
and transmit electrical impulses to and from the brain, geiregg sensations and
motion. The movements of the human hand are accomplisheddgédts of mus-
cles and tendons: the flexors, for bending the fingers andlihand the extensors,
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for straightening out the digits. The flexor muscles aretled¢a@n the underside of
the forearm and are attached by tendons to the phalangeg dihgers. The ex-
tensor muscles are on the back of the forearm and are siyndarinected to the
phalanges. The human thumb has two separate flexor musateadke the thumb
in opposition and make grasping possible.

3.3.4 Haptic Cognition

The scope of human cognition is defined by the five senses,Ipaoueh, audio,
taste, sight, and smell. Currently, there is no multimegigtesn that can integrate
and accurately incorporate all the senses within a sinmanvironment. In tele-
manipulation systems, the main idea is not only to allow si$ercontrol objects
within a simulation, but to control objects in the real woalslwell. In order to tele-
manipulate objects in the real world, the interaction mastehat least two sensory
channels or media: the vision and the haptic channels. elpptception focuses on
understanding which parameters are involved in the prabesagh which humans
perceive the reality of touching. Significant research heenbdedicated to simu-
lating a computer-generated reality that can be manipdiat®ugh haptic devices.
Current research has been focused on measuring human-engeractions in
terms of touch and sensations, commonly referred to asithgpélity”.

Haptic cognition involves tactile perception through tkimsand kinesthetic per-
ception through the movements and positions of the joirdsiamscles. The study of
haptic perception brings together many disciplines, sischearophysiology, psy-
chology, and psychophysics. We divide haptic perceptitmtwo categories: hap-
tic exploration and haptic manipulation. Haptic explavathas the primary goal of
recognizing an object’s properties, whereas haptic maatijpwn involves perceiving
modifications in the environment.

3.3.5 Haptic Exploration

indexhaptic explorationThe physiological and spatiahagements of tactile sen-
sors allow humans to perceive various spatial features riallphand assemble a
representation of objects and their features. For exarapl@ying static pressure to
a surface provides significant information about hardn858][ whereas it is less
informative with regards to roughness [169]. Klatzky ef21.1] found the follow-

ing: lateral motion (tactile) facilitates the discrimirat of texture; enclosure with
the hand (kinesthetic) gives information about the volume global shape of the
object; static contact (tactile) with the object provideformation about the tem-
perature, while contour following (tactile) gives insigiftthe shape of the object;
weight (kinesthetic) is determined by unsupported holdifighe object in ques-
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tion; and finally, kinesthetic force (pressure) providdsimation about the object’s
hardness characteristics.

The discrimination of softness of virtual objects througtptic devices is still
a great challenge for current technologies. This is bec@uséuman hand is a
complex model to simulate. Ambrosi et al. [17] investigatedv information has to
be handled in order to distinguish an object’s softness ave provided elements
to be used in the design of haptic devices for practical uShsir observations
show that a finger touching the surface of a specimen at diftesrientations does
not affect the discrimination of softness, nor is it very siéve to the location of
the contact area on the finger surface. They also considéicleigcrimination of
softness as fundamentally invariant with translations @otdtions of the contact
area.

Experimental work has been carried out to validate a moditied with a simpli-
fied form of tactile information. Five psychophysical expegnts were conducted
to test the state of recognition, consistency of percepgierceptual thresholds, psy-
chometric functions, and perceptual granularity. Thegpesrents were performed
with an implementation of sensors and actuators that ddimenbdel, which they
called the Contact Area Spread Rate paradigm (CARS). TheSCHWRothesis ar-
gues that a large part of the necessary haptic informatidistwiminate an object’s
softness by touch is contained in the law that relates theatheontact force to the
area of contact, that is, in the rate by which the contact spe@ads over the finger
surface as the finger pressure on the object is increased.

Haptic perceptual exploration allows a user to recognijeat and their spatial
features in a virtual/augmented reality and is characdrizy three contextual vari-
ables: spatial, temporal, and user contexts, as shown uré-8)7 [198]. In contrast
to visual recognition, which starts from observing the venahd then the parts, hap-
tic exploration is a mental process that constructs the gvhfier the perception of
the parts [305].

Temporal Context
Movement of Hands:

(Exploratory Procedures)
For perception of object features

User Context

User-specific characteristics of
exploration and Sensor speciallization

Fig. 3.7: The role of context in haptic perception

In the haptic perception process, the spatial position@fitigers and the palm,
while in a static grasp of an object, could be modeled as thgadwontext. Neu-
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rophysiology researchers have shown that different regafthe hand are spe-
cialized to perceive particular spatial features, suchegsite, shape, weight, and
material [193]. For instance, shape and hardness aredetatespatial distribution
of stress or deflection when a human or artificial finger irgesravith an object.
Moreover, Emura and Tachi have found that a human finger pathlkeasame struc-
ture as a human eye in the sense that it has a higher densitgasfamoreceptors
in a small region at the center and better resolution ovecémral region than in
the peripheries [111]. An approach based on this principediso been proposed
as a solution to haptic perception during general motions &pproach, referred
to as “haptic servoing”, extracts feature-based data fraiswal control technique
called “visual servoing”. Visual servoing is based on a petiione or two cameras
and a computer vision system, whereas the haptic servojpigagh is much more
complex due to the elastic theory involved.

As part of haptic perception, the exploration and recognitf convex shapes
through tactile sensing has also been investigated by aj@wgj internal and exter-
nal volumetric approximations of the unknown object [64}eTapproach of explor-
ing a polyhedral model is based on two facts: the tactilerinfgion is naturally
conceived in 3D space, and it is intrinsically thinly disped. Thus, the proposed
technique takes advantage of an effective selection giraiased on volumetric
approximation. This addresses sensing along directiomsewagueness related to
the explored object is greater, and it results in early prgiof incompatible objects
to improve recognition performance. However, this studyogmizes that complex
kinematics exist in multi-fingered hand exploration styg&s when mapping two
particular convex representations. Therefore, theséegies are considered only
with respect to a “single-finger” device. Afterwards, Rabtie la Torre et al. [310]
investigated the significance of cues related to geomethtlarange of forces ex-
perienced during exploration; he demonstrated that fares provide richer content
than geometric cues when discriminating the shape of arcobjaerefore, static
touch is a complementary task in haptic perception thatigesvenough informa-
tion to construct a conceptual representation of an object.

When trying to comprehend a whole object, voluntary hand mavrds (ex-
ploratory procedures) made to compensate for the smalridiss tactile perceptual
field can be modeled as the temporal context [198]. Researahéhe psychology
of haptic perception have proven that perception and aetierclosely related in
the haptic modality [305]. Various attempts have been madéuidy the manual ex-
ploratory procedures of blind and sighted individuals [2420], and based on their
findings, it has been concluded that “the haptic and visusiesys have distinct
encoding pathways”. The haptic system is more focused amidimating object
characteristics other than shape. Previously in this dontla¢ work of Ernst Hein-
rich Weber described the importance of tactile perceptadioa in terms of object
feature discrimination. From his experimental work he doded that “the shape
and texture are not discovered by touch, unless the fingetilsedately moved over
the surface of the test object” [316].

Lastly, the user’s style of haptic perception and their negisms can be modeled
as the user context. Being aware of this context allows fanstamization of the
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haptic rendering and visualization schemes to the usaflis sf haptic exploration
and their cognitive strategy in assembling piecewise mftron into haptic object
memory [198].

3.3.6 Exploration of Perceptual Metrics

The maximum frequency with which tactile and force stimalde sensed is called
the sensing bandwidth, and the speed with which users cpondor act is called
the manipulation bandwidth. These two bandwidths are asstmien In fact, the
sensing bandwidth is much higher than the manipulating Wwadid, which means
that humans can sense haptic stimuli much faster that theyespond to them.
The bandwidth with which a human can react to unexpecteafposition signals
is 1-2 Hz. The ability of hands and fingers to exert force isuati®10 Hz. The
human fingers and hand require the force input signal to bsepteat about 30Hz
(from 20-50Hz) in order to perceive meaningful informatidinis also estimated
that the bandwidth beyond which the human hand and fingerdisariminate two
consecutive force input signals to be at about 320 Hz, aftd@chvthey are just
sensed as vibrations. The bandwidth of tactile sensinggsdrom 5 Hz up to 10
KHz.

Many studies have used the well-established metrics ofmoegs, hardness, and
stickiness to characterize the state of haptic percepfi@Q][ These are described
below, yet there are also lesser studied metrics such asnass, distortion, and
aberration, of which further information can be found in311

Roughness measures the small-scale variations in thethafighphysical sur-
face; indeed Klatzky et al. [210] have stated that “surfaeghness is particularly
salient to the tactile sense”. Several studies and expatgi@ave been conducted to
quantify roughness of texture elements. For instance,i€asd Sathian found that
temporal cues do indeed contribute to tactile texture gei@e [63]. It has been
shown that the perceived roughness requires lateral movebatween skin and
surfaces and depends on temporal cues. Perceived roughoessses with the in-
crement of inner-element spacing, grating groove width[@2}, 63]. In addition,
Sathian et al. [330] stated that “humans subjects scaldthgseof altering grooves
and ridges for perceived roughness”. In fact, Sathian ¢8a0] found that rough-
ness increased with an increase in G with an increase in witifa(R). Cascio and
Sathian also found that peripheral neural responses timgsadepend quantitatively
on G and a grating temporal variable(Ft) [63]. The qualityoafghness has also been
researched by extending the spectrum from very fine to veayseatextures [169].
The perception of fine textures is largely attributed to @ilams set up by the rela-
tive movement of the skin and the stimulus, whereas coaxrserés are perceived
mainly based on their geometric properties (when temperahardness, etc. are
held constant). Other formal studies and experimentalrebens have been made
regarding the impact of contact areas and the relative sizeufvature) of the fea-
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tured surface to the size of the contact probe (or finger) entifying fine surface
features [276].

Hardness is characterized by the resistance force thatmsally applied to the
surface. Many researchers, such as O'Malley and Goldfat®][2ocused their ex-
perimental work on surface stiffness and force saturatffates. Quantitative data
on the effects of force saturation has yielded several csiams. First, haptic in-
terface hardware may be capable of conveying significammgpéual information to
the user requiring only low levels of force feedback. Secdwgher levels of force
output may improve the simulation in terms of perceivediseal Finally, haptic
interface hardware may transmit valuable perceptual mé&tion to the user if a low
level of simulated surface stiffness is considered. Thedasclusion was derived
after an experimental study based on the three psychogthysincepts (detection,
discrimination, and identification) was conducted in oftdecharacterize the effects
of virtual surface stiffness on haptic perception in a sited environment.

Stickiness is a physical phenomenon of adhesion and cohtsab depends on
the friction and relative resistance to lateral force thasts between the subject’s
finger and the surface [201]. Softness is an example of thigeanformation that
provides a good threshold in the discrimination of hapticcpption. Ambrosi et
al. [17] investigated the way this information is handledlistinguish softness of
objects and provide practical elements in the design ofibdpvices.

3.4 Concept of lllusion

There are some cases where a visual illusion creates an amuisigituation and
confuses the brain. For example, when sitting on a train @okithg out the window
at a neighboring train, if the other train starts movingyéhis an ambiguous situa-
tion: which train is actually moving? In either case, theitonaill come up with a
unique - right or wrong - answer to this ambiguous situatiimresolve ambigui-
ties, the brain uses constraints by comparing the newlyieajinformation with
knowledge of previously experienced situations and infdiom.

For centuries, perceptual illusions were thought to camoaty the visual system
due to some specific properties such as color, and tempadadfzatial sensitivity.
Three important geometric illusions are well discussedh@literature: the Muller-
Lyer illusion, the vertical-horizontal illusion, and thesoeuf illusion.

The Muller-Lyer illusion has frequently been studied by gisylogists. The illu-
sion consists of two identical lines that are actually peexkas being of different
lengths due to the presence of “fins” with a particular oaéion placed at each end
of each line. The evaluation of the length of a line segmeahgks according to the
orientation of the arrowheads situated at either end (spe&i3.8).

In the vertical-horizontal illusion, the length of the veal segment is overesti-
mated when it is compared with the same segment in a horizori¢station (see
Figure 3.9).
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Fig. 3.8: An illustration of the Muller-Lyer illusion
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Fig. 3.9: An illustration of the vertical-horizontal illien

In the Delbeouf illusion, the perception of the size of aleirchanges if it is
inserted into a larger concentric circle, as shown in Figui®.

For many years, the Muller-Lyer illusion was studied as aefputvisual” illu-
sion, but like many other optical illusions, evidence nowss that illusions also
occur when stimuli are presented tactually (for review,[426] and [100]). There-
fore, it has been established that perceptual illusionardocll sensory modalities
even though the most widely known and studied are visuaidhs. The study of
haptic illusions is still in its infancy.

In a study presented by Gentaz & Hatwell, the presence of thiéeMLyer illu-
sion in both vision and haptics seems to have similar resdiisa common factor,
the bisection observed in the horizontal and vertical ilnosstudies affects the vi-
sual and the haptic modality in the same way. However, conteethe Muller-Lyer
illusion, there are also factors specific to each systemattiqular, the exploratory
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A C

Fig. 3.10: An illustration of the Delboeuf illusion. The i@ncircle (B) is perceived
as larger than the identical circle (C) because it is ingdrt@n exterior concentric
circle (A)

movements affect only the haptic illusion in the haptic nitgancluding its pres-
ence in those who have early blindness, and invalidatesxtiastvely visual ex-
planations of this error. Also, they discussed that in thébdeuf illusion only the
visual illusion seems to be present because the hapticxtaateart of the figure
that induces the error may be prevented through the perdpttile field explored
with the index finger.

Haptic illusions can be created by mixing force cues withrgetic cues to make
people sense shapes that differ from that of the actual bfj8@]. For instance,
Gosline et al. [137] showed through a series of experimérasan area that feels
harder to move through and easier to move out of can be irtexghas a region of
high curvature.

3.5 Human Perceptual Parameters for Haptic Interface
Development

If we compare other human senses, such as hearing and siglite to touch, we
realize that the understanding of the sense of touch is werijed as far as try-
ing to recreate it in a hardware design context. Haptic asvicy to recreate the
stimulus that a real environment might exert on our skin andgaies. Our sensory
receptors and cental nervous system are responsible éoprsting the sensation of
touch, whether we are dealing with a real or simulated envirent. Indeed, there
are many reasons for this limitation. For instance, the e&p#al difficulty encoun-
tered when displaying controlled stimuli, e.g., force ammjtie, is mainly due to the
fact that the haptic system is bidirectional, so it can stamgously perceive and act
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upon the environment and can introduce mechanical ingtabilinder deterministic
response [363].

Haptic interfaces used in realistic virtual reality sintidas are designed with
the understanding that they are operated by humans who bav&t@sensory and
motor systems. In this context, many research prototypg€ammercial products
have been designed based on the known requirements fondabk human haptic
system, but in the strict sense, not all the interfaces di@\fimg the results of hap-
tics research [99, 363]. In this subsection we will deal \tlith design requirements
of haptic interfaces, which can be characterized by twotfans: measuring the
position and contact forces of the user’'s hand and/or othes pf the body, and
displaying contact forces and positions and/or their spaid temporal distribu-
tions to the user.

Consequently, a good knowledge of human capabilities anidaliions in both
the sensory and the motor domains enables haptic devicgnaesiand manufac-
tures to determine a reasonable level of haptic sensatmnaay in order to display
more realistic touch stimuli. Therefore, a systematic esgiion of the capabilities
and limitations of the human sensory and motor systems itotest a prerequisite
to the appropriate design of any haptic interface.

The purpose of this section is to present human-centeradrsyspecification
design guidelines for haptic devices being proposed andidered in research lit-
erature. These specifications are essentially haptigaret¢hresholds, or maximum
values measured in humans, that are used as guidelinesgiic hderface devel-
opment. These include the fundamentals of temperatureptoa, which can add
a complementary stimulus to the whole development of hajeices.

3.5.1 Human Factors in the Design of Haptic Interfaces

Design criteria specifications of the hardware and softwéleaptic interfaces are
mainly influenced by the fundamentals of biomechanicalssemotor, and cogni-
tive abilities of the human haptic system. Knowing thesétés plays an important
role in the understanding of how to build and control macsithat display and meet
haptic performance metrics. Perceptual characterigticd) as temperature percep-
tion, have been studied in order to be incorporated intoibapterfaces for object
identification in virtual environments [196, 33, 360, 90].

The Just Noticeable Difference (JND) is the smallest dat#etdifference be-
tween adjacent sensory stimulus levels. It has been inelgsnvestigated and used
as a quantity of the subject’s sensitivity. More detailswhartual values and psy-
chophysical evaluation methods can be found in [41]. Thedwfactors that in-
fluence the quantitative performance of force-reflectingticanterfaces have been
studied by Tan et al. [363]. Those studies are related togrdnased controllers (for
example a stationary desktop controller) and body-mouetexskeleton devices.
The following perceptual elements are considered: (1)ef@®nsing, (2) pressure
sensing (3) position sensing resolution, (4) stiffnesy h{iman force control, (6)
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temperature perception, and (7) friction perception. eftilowing section we will
discuss these parameters.

3.5.2 Perception Thresholds

This section focuses on human perception thresholds flardift physical parame-
ters accessible to the haptic sensory system. These pararhatve been chosen due
to their relevance as important factors when designingddsplays. For instance,
for the user to perceive the forces displayed by the devicaigsng smoothly, the
force display resolution of the device should match or eddbe human sensing
resolution. Similarly, the vibrations generated by thetltagevice should remain
below a given threshold to maintain controllability of val objects and to avoid
deterioration in the user’s perception.

3.5.2.1 Force Sensing

The fundamental definition of forces based on Newtonianrtee@nd mechanics
have been fully replicated by laboratory equipment throegberimental work. In
order for the human user to perceive the force displayed leyiee€, its output force
resolution should be equal to or exceed the human sensiolgties. In this context,
a study presented by Jones in 1989 showed that body referspose forces in a
range of 25 to 410 Newtons (N); meanwhile, similar studiedeurdifferent test
conditions were carried out by reporting that force sensésglution falls between
2.5to 10N [279]. However, some disturbances, such as vdloratan occur in force
displays and deteriorate the force sensing quality. Vibnatan be conceived as the
level of mechanical oscillations that are related to theildgjium reference. The
equilibrium reference can be referenced when no net infeeace acting on an
object. In other words, the net force or net torque is equaéto.

3.5.2.2 Pressure Perception

Pressure is a tactile sensation and proprioceptive ortkiags perception that refers
to the awareness of one’s body state when perceiving a eantinphysical force
exerted on or against it. The perceptual thresholds forhtaepend on location,
stimulus type, and timing states. Mechanoreceptor densities across the skin,
and tactile thresholds for single and two-point discrintioras vary based on the
skin area activated. It is suggested that actuator design, tmerefore, consider the
spatial resolution. For example, in order to apply two safgastimuli to the index
finger, the tactile actuators should be at least 2.5 mm apa#guse humans cannot
differentiate two stimuli which are closer than 2.5 mm toleather.
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Itis well known that the most sensitive body sites for simgdét localization are
the nose and mouth, followed by the finger pad. Inverselynibst sensitive body
site for two-point discrimination is the finger pad, follosvBy the nose or mouth. In
addition, pressure results showed different levels ofiseityg dependent on body
loci and gender, hence the JND values vary from 5 milligramg)(on a woman'’s
face to 355 mg on a man'’s big toe [144].

On the other hand, kinesthetic devices, such as force-tiefieexoskeletons, are
designed to display contact forces at the finger pad by attgdhto the user’s
forearm. In this context Tan et al. [363] have applied an arpental work on the
forearm in order to measure pressure as a function of coataet based on the
JND concept. They found that the IND of pressure decreaserhéip of 1:4 (from
15.6% to 3.7%) when the contact area increased by a factd @¢fdm 1.3 to 40.4
cn?). These findings imply that humans are less sensitive tepreshanges when
the contact area of the forearm is reduced. In addition, shggest that the contact
area of the exoskeleton’s interaction points should bemizgd, and the perimeter
of the true grounding area should be maximized to enhancevirall illusion.

3.5.2.3 Position Sensing Resolution

When we talk about position sensing, we usually refer to sipglint interaction
haptic devices; however, other types of haptic devicesh s force feedback
gloves, can also be considered. Position sensing resolatio be defined as the
smallest change on the end effector of a haptic device timabealetected in dpi or
in millimeters. For example, the recognized Desktop PHAMTOevice can pro-
vide a nominal position resolutior450dpi ( 0.055mm). In addition, researchers
have found that this feature mainly depends upon the pasiéisolution of the hu-
man operator. Tan et al. [363] have shown that joint angleluéisn is directly
related to the fingertip position, where the JND of proxinmeiphalangeal (PIP)
and metacarpophalangeal (MCP) is related by.2rb addition, measures of joint
angle JNDs for the wrist, elbow, and shoulder joints wer@regal; they found that
JND decreases from 2.@t the wrist and elbow joints to 0.&t the shoulder joint
and that proximal joints present higher resolution in sem$oint angles than do
distal joints.

3.5.2.4 Stiffness

In the design of haptic interfaces, the perception of sgrequires a minimum
threshold to emulate a rigid object in a virtual environm&ne attempt by Tan et
al. [363] reported results in an experimental study baseslibjects pressing down-
ward on a rectangular aluminum beam clamped at one end(§eseR.11). Their

results, based on the elastic beam theory formulation, bawern that at a given
range of length (say 31.0+/- 5.1cm), the interval &f, defined as the “threshold”
point, ranged from 153 to 415 Newton/cm. However, their expental set up pre-
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sented an issue related to the incremental step of distabetveen the clamped
end and the points located on the bar: the bending stiffnefee@luminum beam
decreases at a function of 1/I3.

Contact
Force
l/ /l}ll'
11— b

Fig. 3.11: Setup for an experimental study on stiffness(ited from [363])

Thus, they concluded that the minimum stiffness requiresirtmlate a rigid sur-
face is currently a mechanical design challenge. On ther titied, to get a better
understanding of the forces involved in current hapticrfae devices, the PHAN-
ToM Desktop can emulate stiffness around 1.86N/mm in the X éhorizontal),
2.35N/mm in the Y axis (vertical), and 1.48 N/mm in the Z axigfth).

3.5.2.5 Human Force Control

The maximum forces exerted by a device should meet or exde=dnaximum
forces humans can produce. It is then possible to estalilesimaximum control-
lable force a human can produce involving the arm, hand, angfijoints. The
maximum sustained force exertion of the finger contact ®dEpends on the way
objects are grasped, and the user’s gender, age, and maker Bke index, mid-
dle, and ring fingers exert about 7N, 6N, and 4.5N, respdgtiwathout fatigue or
discomfort. Table 3.1 presents the results of a study basedeasuring the max-
imum controllable force of subjects who were asked to clbsdr teyes and exert
a maximum force for at least 5 seconds. The test includeslfégPoximal inter-
phalangeal) and MCP (metacarpophalangeal) joints, thetsytthe elbow, and the
shoulder. The maximum controllable forces fell in an inééfvrom 16.5N at the PIP
joint to 102.3N at the shoulder. In addition, the female satg achieved a maxi-
mum controllable force range which is below that of the maiejects. Table 3.1
presents the highest scores of the force control referesloes for a male subject’s
actions involving the arm, hand, and finger joints.
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Table 3.1: Highest Maximum Controllable Force (N) and stadddeviation (%)
based on the experiments by Tan et al. [363]

Joint Tested
PIP | MCP [ShouldelElbow| Wrist
50.9N|45.1N| 102.3N[98.4N[64.3N
4.249%44.47% 0.46% [2.479%45.02%
16.5N|[17.6N| 68.7N [49.1N|35.5N
3.99%4.50% 3.67% [3.199%43.12%

Subjec

Male

Femalg

3.5.2.6 Temperature Perception

Force and tactile feedback are the main sensory inputsmiesst a human opera-
tor using a haptic display [196]. In addition, thermal feackcan be used to convey
information about thermal conductivity of objects, whia@ndelp with object iden-
tification and creating a more realistic image of the object.

In this domain, the ability to perceive temperature depeamdsvo different kinds
of receptors found in the skin known as cold and warm recspi@6]. Cold recep-
tors are more numerous than warm receptors by a ratio of u@:th and they
respond to decreases in temperature over a temperature ¢dbgd5 C. Warm re-
ceptors discharge due to an increase in skin temperat@ehirey a maximum at
around 48C. In addition, when the skin temperature is maintained a&8@C, no
thermal sensation is noted. The properties of the humamtdesystem, as a basis
for specifying the desired features of a thermal displag,stwown in Table 3.2.

Table 3.2: Thermal display features based on the experambptJones and
Berris [196]

| Physical parameter [Thermal Threshold
Maximum Temperature Range 20°0C
Heating Resolution 0.00rcC
Cooling Resolution 0.002C
Number of Elements in Array 2-10
Temporal Transient Resolution-Cooﬁ|ng 20°Cls
Temporal Transient Resolution-Heatjng  20°C/s

3.5.2.7 Friction Perception

Resistance to motion in haptic interfaces has also beeridmed in the design
and development of such devices. Thus, characterizingoinichrough quantifying
human perception thresholds is an important factor in ttadityumetric for the de-
sign of haptic devices. Lawrence and his colleagues [213¢rilged an approach
for quantifying perceptual thresholds of friction thatlundes but is not limited to:
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the resistance defined under Coulomb friction; viscous aadial forces; and me-
chanical imperfections. They have shown that observerepad small differences
around 0.2 microns at high frequencies. However, it wasmbsehat “measuring
the threshold of human perception for friction in a mechahaevice is difficult

because human perception of friction with stylus grips igliaied by at least 3 tac-
tile psychophysical channels and perhaps a propriocepliganel as well.” It was
also noted that all of these channels have sensitivitigsatfealinked tightly to the
frequency content of the stimulus.

3.6 Closing remarks

Haptic perception is typically characterized as the preadsecognizing objects
through touch. The sense of touch, in turn, is charactefize@) the combination
of somatosensory perceptions of patterns on the skin‘asgiftexture, edges and
curvature) and (b) proprioception, which refers to a pesssanse of the relative
locations of their body parts in space. In order to undetstha complexity of this
sense, many research fields have invested significant éffaite exploration of
haptic characterization and representation.

A good starting point is the flow of sensory information thgbwbiological el-
ements such as sensory receptors and sensory afferenhgagwtich characterize
the state of touch stimuli when interfacing with skin, meselnd organs. These sen-
sory signals propagate down to deeper neurons within thigaterervous system
and eventually to the brain, where the signals are proceEsenh here, we can fur-
ther break down the study of the sensory system by idengfthie different types
of stimuli delivered through different sensory receptdos;example, mechanore-
ceptors provide tactile sensation and nociceptors regeito stimuli. In addition,
physiology research has also contributed to understariingand where the brain
processes the haptic sensory signals. Consequently,uthe st haptic perception
in this field has encouraged the new research domain of higatimology, which
emulates these touch stimuli in virtual and real environtsien

Haptic perception in a real environment involves physititaites, such as con-
tact forces, when a human being explores a real surface. ©otlter hand, haptic
perception in a virtual environment involves mechanicailaites that are generated
through mechatronics systems or interfaces, known ascdetices. Thus, when
a user interacts with a virtual object, they receive haptedback in the form of
device forces that characterize real objects. Future reiséato the sense of touch
must recognize the complexity of reproducing this type traction.






Chapter 4
Machine Haptics

4.1 Introduction

The development of HAVE applications encompasses the oereint of both
audio-visual devices and haptic devices to deliver a higlease of immersion in
a 3D space. 2D and 3D audio technologies have been introdacadate the illu-
sion of sound sources placed anywhere in a three dimenspaak. By processing
relative left and right speaker signals, apparent sounatilmes can be perceived at
an arbitrary point in space. Visual information in HAVE ajpptions can be char-
acterized by the Field of View (FOV), which represents thelteisible angular
deviation. The FOV needs to cover between 60 - 100 degrees #he horizontal
axis in order for the user to be immersed in the virtual emrinent. This is less
than the capability of the human eye, which has an FOV rantedss 180 - 270
degrees, depending on whether the eye is moving or not. Tatepate for vi-
sual feedback is around 75 Hz, and the suggested resolstmmthe magnitude of
1960x1280 pixels, even though it is possible to reach 8000@pixels.

Most stereo vision systems are based on human binoculaircaeger to render
depth information. In the human binocular visual systerchesye captures its own
image of the environment; the two images are then sent tordia bor process-
ing. The brain combines them into a single picture by matglte similarities and
compensates for the differences, which are usually smb#. difference between
the two captured images is the reason human beings can sreaistage.

In HAVE applications, there are several ways to view stezepi images. In the
first technique, a head-mounted display provides each effeanseparate image.
The provided images can originate from a single video souoirteo different video
sources. The FOV is made flexible through the use of headitigqcKhe same
principle can be applied with a less bulky device known astehglasses or active
glasses. In this case, users are asked to wear glasses &rat lmo appropriately
configured system such as an LCD monitor. The shutters indsses, with the help
of an infrared emitter, are than synchronized with the dig@ystem. Images are
alternately displayed to each eye to provide different pectves so that each eye

83
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sees only the image intended for it (the glasses achieveytatternately darkening
over one eye at a time). Passive glasses, on the other handplar encoded or
polarized glasses used to view a projected image. A stavp@ssystem projects
stereo video on the screen where the two images are tinteffidedt colors. Due to
the color encoded glasses, each lens blocks the light ¢addirited to, so the image
tinted to the opposite color makes it through to the eye. |§inauto-stereoscopic
displays are the new era in stereo vision. Users do not ne@ddo any glasses. In
this type of system, lenses in front of or behind a displagacrfocus the image
so that each eye sees a slightly different image. Auto-eseapic displays require
careful calibration and adjustment, i.e. the user needg tim ffront of the display
and at given height and distance from the display.

Haptic device development is evolving in terms of shapes,sind mode of op-
eration; such evolution is fuelled by research and apjdinatequirements. The
fundamental characteristic of a haptic device is the batiio@al principle of ex-
change of energy, whereby such devices both supply anddissenergy to and
from the system. The design and fabrication of haptic/kimetic feedback mecha-
nisms is a virtually new field that will thrive with the adveoitthe wide spectrum
of applications discussed in chapter 2. This chapter fistides an overview of the
traditional components that comprise a haptic interfaoen explores the attributes
that define the quality of haptic interfaces, and finallyea$fdescriptions of some
existing haptic interfaces.

4.2 Haptic Interfaces

4.2.1 Robotics Perspective

The word 'robot’ is popularly associated with the stereetygenerated from sci-
ence fiction films such as “Star Wars”, “The Terminator”, ambboCop”. They are
portrayed as fantastic, intelligent, and sometimes dangeforms of artificial life.
The development of robots ranges from very complex compmatetrolled devices,
such as walking robots, to simple devices, such as toy rpaotstake on a variety of
forms and shapes. Generally, a robot is a programmablensysirnected to a me-
chanical structure with the main goal of performing destgmanual tasks. The sci-
ence involved in the design and development of robots isgive term ‘robotics’.
The manufacturing industry made great contributions tadiheslopment of robots
from the 1960s to the 1980s. Their main concern was to find whiygreasing pro-
ductivity while reducing costs of manufacturing produ¢iswever, the main issue
in the development of robotic mechanisms was associatédarite control, which
includes the integration of task goals, trajectory gemanaforce and position feed-
back, and the modification of trajectories [393]. Whitneyhia survey, mentions
that robot force control research began with remote maaipulnd artificial arm
control in the 1950s and 1960s.
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With the advances in computer technology research and meeth@ngineering,
several applications have moved towards using computstsad of human oper-
ators. Such advances took advantage of evolving techreslayich as Numerical
Control (NC) systems, Computer-Aided Design (CAD), Coreputided Manu-
facturing (CAM), Computer Numerical Control (CNC), and Quuter Integrated
Manufacturing (CIM), to create robotic work cells that merh the work on as-
sembly lines without the use of human labor. In addition,dbeelopment of tele-
operation and tele-robotic technologies played a key nolsupporting physical
action at a distance. This allowed physical actions, aei¢hrough tele-operation,
to change the state of remote systems, which could potisntialhazardous en-
vironments. For example, nuclear laboratories were comrcewith the need for
manipulating highly toxic materials in a safer manner. Thushe early 1950s, Go-
ertz [134, 133] developed electric-servo manipulatorhvigrce reflection. These
mechanical master-slave manipulators enabled a humaatop&s manipulate the
master device with his/her hand and feel the contact forqesreenced by the slave.
These tele-manipulation systems are needed to protectrhapeators from radi-
ation and other issues in a radioactive hot lab while theJoper hazardous tasks.
Later, the need for helping amputees to recover kinestpetiception encouraged
the researchers Rotchild and Mann to develop a force fe&dbaeered artificial
elbow for amputees [317]. In these robotic elbows, a jointanavas driven by
signals from muscle electrodes, and a strain gauge in thegaabled the amputees
to exert muscle work in a similar fashion to how they had panked the same task
with their natural arms.

In some cases, tele-operation systems can include fordedek so that the ex-
change of mechanical energy can be perceived directly blyuh®an operator. This
type of interaction is essential and can also be describddraessthetic” or “haptic”
perception.

Thus, robots can be considered as haptic interfaces wheyeettthange me-
chanical energy with a human user by receiving commands edirfg back in-
teraction forces. In other words, a human user exerts fonte loaptic interfaces
to move a virtual avatar of the user or a tele-operator; aséme time, the haptic
interface feeds interaction forces back to the user whem tlsecontact with some-
thing in the remote environment. Natural or manufacturejg@ab can be seen as
either inert, able to dissipate energy, or active. An actilsgect is not only able
to dissipate energy, but also to supply energy to the syst&s2][ Based on such
principles, Hayward et al. [152] classified haptic devicesedher passive or ac-
tive. They mention that passive devices are often designdte programmable
dissipation as a function of position or time. However, pasdevices rely on non-
holonomic constraints and are associated with the abditgadify, under computer
control, the elastic behavior of an element so that it becomaeder or softer [152].
In order for the hand to perceive kinesthetic informatioraghanipulated object,
such as position or movement, active devices exchange\ehetgeen a user and
the machine as a function of the feedback control. Thergtore categories can
be conceived based on such a principle: impedance-typdaoés and admittance-
type interfaces [152]. Impedance-type interfaces havealctuators acting as force
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generators based on the measured position, whereas atreitige interfaces have
their actuators generating positions based on the meafrces.

4.2.2 Haptic Interface System

The basic elements of a haptic system are the power supplgpthputer controller,
and the physical device, also called the haptic displayiBiiook we focus only on
the technology that is used to measure the system respotesens of tactile and
kinesthetic cues and to actuate a haptic feeling.

A haptic interface system can be considered as a mechatffoamework that in-
cludes one or more electromechanical transducers (sesrsdectuators), as shown
in Figure 4.1. Sensors and actuators convert energy in rreches systems, and
magnetic circuits seem to be the best medium for such caomsrd284]. Sensors
are employed to register and measure interactions betweentact surface and
the environment, whereas actuators provide mechanicabmat response to an
electrical stimulus. In other words, sensors measure nmécdilssignals, such as po-
sitions, forces, or a combination of these and their timévegves, to map the real
space into the virtual space; actuators apply mechanicalitat distinct areas of
the user’s body (force signals) to approximate a realisiegence. In general, the
mechatronics framework includes analog-to-digital amitdi-to-analog converters
(abbreviated as ADC and DAC, respectively) and a commubicatodule.
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Fig. 4.1: Haptic interface system

The mechatronics framework communicates data betweerraheducers and
the computer system in a bidirectional manner. The ADC cdstke data received
from the sensors to an equivalent digital value that is cpedeo the computer
system. The DAC does the opposite; it converts the digitadroands into an analog
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form (usually voltages) that is sent to the actuator(s).dlUgLthe exchange of haptic
data occurs at a very high rate, called the Servo Loop Rapepiade a more stable
and realistic human-computer interaction. The commuiticahodule preprocesses
the digitized data and implements the communication padthat the haptic device
uses to interface with the computer. For example, the conwation module of
the PHANToM Omni device implements a high-speed, serialffgutput bus (the
IEEE 1394 protocol) to connect the haptic device as a pergbhethe computer.

4.3 HAVE Sensors

Fundamentally, a sensor can be defined as a device that meauinysical quantity
and converts itinto a signal that can be read by an obsenearioistrument. Sensors
are usually sensitive to the measured physical propertydantbt influence it. The
output signal of a sensor is a simple function (linear) oringdrly proportional
(algorithmic) to the value of the measured physical progp&ensor readings can
deviate from actual values in several ways. The most commawgiations are:

e Sensitivity error: the measured value differs from the vadlie. This is a typical
error that depends on the quality of a sensor. The lower thgitgsaty error, the
more precise and expensive the sensor is.

e Offset or sensor bias: this error occurs when the measumggkbfy is zero, but
the output signal is not zero.

e Dynamic error: caused by a rapid change of the measurednpyaper time, or
in the case of digital sensors, through the sampling frequen
Noise: represents a random deviation of the signal overengperiod of time.
Digitization error: occurs with digital sensors when thpuhis converted to a
digital signal. The output is an approximation of the reabsweed physical prop-
erty.

Sensors can be used in a wide variety of applications to measwetect tem-
peratures, flow, vibration, force, radiation, etc. Howeirethe development of hap-
tic interfaces, a sensor is mainly used to measure parasneterontact between
the sensor and an object. The contact measurement is cotdiesimall, defined
region and measures the fundamental attributes in thefaotedesign: position,
force, or pressure. A variety of sensors, such as piezoglegnsors, force sensi-
tive resistors, intrinsic or extrinsic fiber optic sensonicro-machined sensors, and
capacitive sensors are currently available with their op@rating principles [303].

Knowing that the human finger resolution is about 40 micrgessors are lim-
ited to being single point sensors arranged in an array. €&urently, a tactile sensor
comprises discrete sensor cells, called “texels”, thaar@nged in homogeneous
matrices to detect an applied load profile. Sensor arraygemerally 10-15 rows
of sensors with 1-2nn? resolution per sensor, which means every sensor moni-
tors a region of around 1-&nf. The sensitivity of the touch sensor is generally
considered satisfactory between 0.4 to 10 N, but this is mi#gr@ on a number of



88 4 Machine Haptics

variables determined by the sensor’s basic physical ctaistics. The measure-
ment principles of tactile sensor cells are based on a vaofetechnologies; these
including piezo devices, force sensitive resistors, msid or extrinsic fiber optic
sensors, micro-machined devices, and capacitive devices.

Table 4.1 lists some existing implementations suitablestatic array sensing.
It is worth mentioning here that when choosing a particidghhology, one must
keep the intended HAVE application in mind. For instancenanipulation scenar-
ios where a round finger is intended to roll around an exploigdct, some tech-
nologies, such as conductive plastic or polysilicon piesttors, are not suitable
for the geometry.

4.3.1 Electromechanical Sensors

Early sensing technologies were purely mechanics-bastidtha introduction of
electromechanical technologies. These new technologiebled the conversion
of mechanical information into equivalent electrical st For example, electro-
mechanical sensors are commonly used in automotive indagplications, as they
are characterized by high reliability and sensitivity. ¥taee mainly used to build
tactile sensing arrays, however, they suffer from beingifeaand vulnerable to
overpressure due to mechanical compliances, as well ag b@inexpensive and
bulky for use in wearable applications. Furthermore, eteotechanical sensors are
vulnerable to electromagnetic interference (EMI) and asion.

4.3.2 Optical Sensors

The main benefits of optical sensors are that they are imnwuegternal electro-
magnetic interference, do not induce physical damage, ansinaall and light. The
operating principles of optics-based sensors are dividedtivo classes: intrinsic
and extrinsic. The following is a brief explanation of botasses.

Intrinsic fiber optic sensors imply that the sensing takesglwithin the fiber it-
self. Intrinsic based sensors utilize force-dependeraration or reflection of light
beams [303]. As shown in Figure 4.2 (a), moving an obstruadtito the light path
causes a modulation of the intensity of light. Notice that force sensitivity is
determined by a spring or elastomer. Intrinsic types amgedlto applications that
measure rotation, acceleration, strain, acoustic presaod vibration measurement.
They are more sensitive, but they are more expensive anthi¢éotig multiplex. On
the other hand, extrinsic fiber optic sensors are distitngaisy the fact that sens-
ing takes place in a region outside the fiber. The physiaaldtis interacts with the
light external to the primary light path. For instance, ie tleflective touch sensor
shown in Figure 4.2 (b), the intensity of the received lighaifunction of the dis-
tance between the reflector and the plane of the source aresess the applied
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force. The U shaped spring can be manufactured from spriwg, deading to a
compact overall design. Based on intensity measuremetningx fiber optic sen-
sors are most widely used due to their simple structure dodnration processing.
In general, extrinsic sensors are less expensive, eadiset@nd can be assembled
to support arrays of sensors, nonetheless, they are lesig\sen

Optipal Reflective surface
receiver
Combined o/ng ’
Optical It?J%f(—:?rmable receiver and source \_/Spring steel
source (a) ®)

Fig. 4.2: (a) Force sensitivity touch sensor, (b) reflectivech sensor

4.3.3 Capacitive Sensors

Electrical sensors produce a change in electrical or magsighals based on an en-
vironmental input. The most well-know electrical sensarsradar systems, metal
detectors, and electrical meters such as ohmmeters. @epasgnsors utilize the
change of capacitance between two electrodes covering anagble dielectric
[295]. This can be achieved by either changing the distapbsd®n the electrodes
or changing the effective surface area of the capacitoh@sis in Figure 4.3). The
two electrodes are separated by a dielectric medium, whkiclsed as an elastomer
to give the sensor its force-capacitance characterigdins.of the limitations of ca-
pacitive sensors is that there is an effective limit on tleohetion of the capacitive
array. Another issue is the need for complex signal conditig (filtering and am-
plification) to detect very slight changes in the capaciarkiltering is needed to
improve the signal-to-noise ratio (SNR) of the output sigAmplification is then
used to increase the signal strength for data acquisitiansmission, and process-
ing [350].

4 3.4 Resistive Sensors

The use of compliant materials with defined force-resistari@aracteristics has re-
ceived considerable attention in touch and tactile sereswarch. The basic opera-
tion of this type of sensor is based on the measurement oé#igtance of a conduc-
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Applied Force

é %7 Elastamer
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— Fixed dielectric

Fig. 4.3: Capacitive tactile sensor

tive elastomer between two points. The majority of theseseenuse an elastomer
that consists of a carbon-doped rubber. Generally, duesio shmple structure, re-

sistive tactile sensors are very robust when withstandirggpressure, shock, and
vibration. As shown in Figure 4.4, upon the application dbemal forces, the defor-

mation of the elastomer alters the elastomer material gemisereby changing the

resistance of the elastomer. Consequently, after a givéodef time, the elastomer

will become permanently deformed and fatigued, leadingetoyanent deformation

of the sensor. This impacts the sensor’s long-term stglalitd means it requires
replacement after an extended period of use.

Applied Force
Increase in particle density l

Ry Ry

Fig. 4.4: Resistive based tactile sensor
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4.3.5 Force Sensors

Another possibility is the use of a Force Sensing Resist8R(f-It is a piezoresistivity-
conductive polymer that changes resistance in a predetabhner following the
application of force to its surface. It is normally suppli@sl a polymer sheet with
the sensing film applied to it by screen-printing. The semn$im consists of both
electrically conducting and non-conducting particlespsugled in a matrix. The
particle sizes are of the order of fractions of microns amdfarmulated to reduce
the temperature dependence, to improve mechanical pregeatd to increase sur-
face durability. Applying a force to the surface of the sagdilm causes particles
to touch the conducting electrodes, which changes thei@aesis of the film.

4.3.6 Strain Gauge sensors

A strain gauge detects the change in length of the matetediad to it when ex-
ternal forces are applied. In HAVE applications, the stiganige can be used as a
load cell where the stress is measured directly at the pbicirtact, or positioned
within the structure of the end-effectors to measure théiegforce.

4.3.7 Magnetic sensors

Usually magnetic sensors are used to sense in one direttiey.are based on the
movement of a small magnet by a given applied force, whiclseathe flux density
at the point of measurement to change. The flux measuremebeaaade by either
a Hall effect or a magnetoresistive device [264]. The Hd#edfis the production of
a voltage difference (also known as the Hall voltage) acapsslectrical conductor
according to an electric current in the conductor and a nmagfield perpendicular
to the current. A magnetoresistive material is a materialsehmagnetic character-
istics are modified when the material is subjected to chaitgesternally applied
physical forces. The magnetoresistive (or magnetoe)asticsor has a number of
advantages, such as high sensitivity and dynamic rangekaofaneasurable me-
chanical hysteresis, a linear response, and physical trdsss Examples of array
sensor implementations and their densities are shown ile #ab.

4.4 HAVE Actuators

An actuator is a mechanical device used for moving or cdirigph mechanism or
system. In haptic device design, an actuator is a force ampd&ition source that
exerts forces on the human body/skin to simulate a desineshtien. Abstractly,
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Table 4.1: Examples of Array Sensor Implementations anid Bensities

Category |Sensing Strategy Implementation Examp|®ensity mm-2 Size

[43] 0.18 8x8

Capacitive devices 348 0.27 8x8

Electrical 116 0.07 8x8
Piezoresistors 356 1.58 16 x 16
Polysilicon Piezoresistors 362 4.00 32 x 32

Conductive Plastic 298 1.00 6x3
160 2.56 16 x 16
Mechanical |Conductive Silicone Rubber 306 0.69 16 x 16
345 1.00 64 x 64

Conductor Rubber Strain Gauge 321 0.007 5x5

Electrorheological 261 0.25 N/A

Magnetic |Magnetic Dipole 143 0.25 7x7
Electromagnetiptical Waveguide 238 0.08 10 x 10
Ultrasonic [179] 0.31 16 x 16

actuators are used to change the impedance state of the detigeen virtual free
space and virtual constraints. The most important factoractuator design are:
the speed of operation (response time), safety, mechdracalparency, workspace,
number of degrees of freedom, maximum applicable forcesstdiffdess range,
compactness, and control bandwidth. In HAVE applicatioeshgtinguish between
many different types of actuators, including electricalepmatic, hydraulic, piezo-
electric, and memory-alloy among others. In this sectionmilediscuss the three
most important actuators for HAVE applications.

Electrical actuators: include motor-based actuators migimy different types of
motors, such as direct current (DC), brushed, permanentetdBM), stepper mo-
tors, and rotary, linear, and latching solenoid actuatdhey do not require sig-
nificant amounts of space to operate and are easy to ingadheae is no complex
wiring, and no pump rooms are needed. They produce onlygibtgilevels of elec-
tromagnetic noise oscillation that can interfere with otb@mmunication devices
located in the peripherals, and are usually easy to contreltd their solid state
electronics. The disadvantages of electrical actuaterthersmall torques they gen-
erate (compared to their size and weight), their low bantwigd rigidity (they do
not bend and thus cannot be embedded in wearable devices).

Pneumatic actuators: utilize compressed air pressurangfer energy from the
power source to the haptic interface; they are technicathpke and lightweight.
They provide higher power-to-weight ratios than electrézdauators. Since they use
air, the device may be used in clean environments. Theiddés#ages include low
bandwidth and stiffness due to the compression of air. Alse,use of dry air in
pneumatic actuators means lubrication is an issue bectatgefdction is not han-
dled well.

Hydraulic actuators: based on a fluid, which is in most cageBwe to the nature
of fluids as self lubricating materials, hydraulic actuatare considered to be high
bandwidth devices that do not suffer from the friction peshifound in pneumatic
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devices. They are powerful enough to support heavy paylaadshaptic force in-
teractions. The disadvantages are their bulkiness anchtvéigother disadvantage
is their need for more maintenance since the oil must beditand cleaned on a
regular basis.

Many different design approaches have been investigateddier to optimize
the performance parameters of haptic interface actudaemples of existing ap-
proaches include magnetic levitation devices, non-hotdodalisplays, cable-driver
linkage and tensed string systems, parallel mechanisndsuagrounded and ex-
oskeleton type interfaces. The most widely used are maeed serial devices. In
the following section, we provide a brief summary of thesprapches and their
relative benefits and limitations.

4.4.1 Magnetic Levitation Devices

Magnetic levitation devices use the Lorentz force priretplsuspend an object with
the support of magnetic fields. An electric current in a mégrfeeld generates the
method of actuation. The levitated part of these devicesfexmed to as the flotor,
while the stationary base containing the permanent magastiemblies is the sta-
tor. The use of magnetic levitation for haptic interactias lbeen demonstrated in
the IBM Magic wrist [172], the UBC wrist [396], and many otke[36, 326]. The
approach is simple, compact, and offers the potential teegehelatively high band-
widths. On the other hand, the major shortcoming is thatstlimited workspace.

Butterfly Haptics adopted the principles of magnetic I¢idta and developed
the Butterfly Haptics Maglev 200 device [173]. The deviceassists of a handle
that is rigidly connected to a hemispherical flotor. The flagofreely levitated in
magnetic fields generated by the stator. The device is a 6 DE feedback device
(position and orientation feedback) with a peak force feettlof 40N. The device
workspace is a 24 mm diameter sphere (for translational spage) with a +/-8
degree rotational range. A snapshot of the device is showigure 4.5.

Fig. 4.5: The Butterfly Haptics Maglev 200 device
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4.4.2 Non-holonomic Devices

The application of traditional robot manipulator contrettiniques for haptic dis-
plays has unearthed some challenging issues [80]. Fingtlajging a perceptually
smooth force-controlled motion is not a trivial task anduiees relatively high servo

rates. Second, stability and safety are important issuehvahdevice must physi-
cally interact with a user. As an alternative, passive orholonomic displays offer

the potential to alleviate such problems of performanaibty, and safety. Non-

holonomic displays enable virtual constraints to be imgetad in a manner that
is completely passive and intrinsically secure and safé [BRe idea is to begin

with a device having zero or one degree of freedom and to estbéek control to

increase the apparent degrees of freedom as necessarig if@ide possible thanks
to non-holonomic joints, which have fewer degrees of freedoan generalized co-
ordinates. Examples of designs that utilize non-holonaodisplays can be found
in [82, 286].

4.4.3 Magnetic sensors

Tensioned cable systems were initially developed at Jepufsion Laboratory
(JPL), the Tokyo Institute of Technology [331], and the Umsity of Texas in
Austin [230]. In cable-driven systems, the user grasps dlkdhat is controlled and
supported from all directions by several actuated cablegpongs. The combined
tension exerted in the cables produces a net force andfpraan the user’s hand.
The workspace can be made very large while the actuatedaimenbains relatively
small. Cable and linkage based devices have the advantdgénof lighter and ex-
hibiting less susceptibility to friction and backlash. thermore, the kinematics and
control of the device are well understood. On the other hdund to the limitation in
the mechanical properties of the linkage, such actuators daery limited band-
width. A commercially available example of a cable drivepti@interface is the
PHANToOM device [246], which is probably the most widely eimyx#d haptic de-
vice currently in the field. Other examples of linkage-badevdices are described in
[188] and [78].

4.4 .4 Parallel Mechanisms

In applications where workspace size is not a major congerallel mechanisms
[178] provide an attractive alternative to traditionaligelink mechanisms. A paral-
lel mechanism is an appropriate candidate for haptic de\dgee it is well known

for its high stiffness and low inertia, which allows largenbavidth force transmis-
sion. In a parallel mechanism, actuators are kept at thedfalse device. Therefore,
they are mostly grounded, which leads to lower device iaextid greater strength
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and rigidity. The main drawbacks of such devices are the symake requirements,
the high complexity of dynamic models, and the forward kia&os, especially
when a high degree of freedom is required. Examples of hajgwices that use
parallel mechanisms are described in [374] and [379].

4.5 Performance Specifications

The existence of numerous operating principles for hapéicias implies that
HAVE application designers and developers must find the tegice to use for
their specific application and context. Therefore, devetsshould investigate the
various specifications of these devices. The purpose ofseiition is to explain
some semantics, capture the meanings of different perfozengpecifications, and
present the psychophysical evidence that helps develdperde what is necessary
in a haptic interface. In general, there are no typical v@foethese attributes, as it
always depends on the specific application.

The performance specifications are divided into three caiteg; physical, spa-
tial, and temporal. As one would expect, physical specificatare those associ-
ated with the mechanical attributes of the device, such @gxlrtable forces, in-
ertia, stiffness, friction, backdrivability, etc. Spadtipecifications are those that de-
fine the geometric features and behavior of the haptic imterf Major attributes
in spatial specifications include the degrees of freedorsitipa resolution, preci-
sion, workspace, location, etc. Finally, the temporal gmations refer to the mea-
surement of the haptic device’s performance in real timeangdes of temporal
attributes are the device latency, the haptic refresh aaie the maximum accelera-
tion.

4.5.1 Physical Attributes

1. Inertia: This attribute depends on the mass of the haptitcd. The goal is to
improve the transparency of the device by decreasing théarfelt by the user
in unconstrained free movement. In other words, the hagticé must enable
communication between the real world and the virtual worilth@ut introducing
extra forces resulting from the weight of the device. Usyallcontrol algorithm
is in place to try to compensate for the device inertia by geiteg extra forces.
Another way is to install counter masses in the device teebtfse mass of link-
ages. Translational inertia is measured in grams andootdtinertia is expressed
as mass times a unit area.

2. Backdrivability: This refers to the ability to move thedeaffector of the device
within the workspace without opposition/resistance. lige¢éhe device should
generate no forces on the user’s hand during free movenrerg #iere is no in-
teraction with objects in the virtual environment. The de\s backdrivability is
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usually the result of friction in the gears, the motors amdrtbable transmissions,
and inertia represented as backdrive friction and expdess@ewtons. Since
these frictions can be different for varying degrees ofdm®, the backdrivabil-

ity might have different values for each degree of freedo®F) especially in

translation and rotation motions.

. Friction/Damping: Kinetic friction comes in two forms:oGlomb friction, and

viscous or damping friction. Both forms are considered ase® of resistance
that oppose motion. Coulomb friction is independent of e#yoand is measured
in newtons, whereas viscous friction is proportional to Weéocity and is ex-

pressed as a coefficient in N.s/m or kg/s, so that when mieltifly the velocity,

it yields a force in newtons. Improving the design of the kaade or compen-
sating for unwanted forces by proposing control algoritloas reduce friction
effects.

. Exertable Force Attributes: This is essentially a burdlettributes that charac-

terize the ability and flexibility of the device to generatede feedback. These
attributes include, but are not limited to, maximum exdedbrce, continuous
force, minimum displayed force, and dynamic force rangee miaximum ex-
ertable force illustrates the maximum force that the aonsabf a haptic device
can generate over a very small time interval (several raglisids). The contin-
uous force attribute describes the force that the hand @tsrtican exert for an
extended period. The minimum displayed force represertsaite sensitivity
of the haptic interface and depends on the device’s abdigigplay very slight
forces through low friction and precise motor control. Hipdahe dynamic force
range can be defined as the ratio of the maximum displayahte fo the min-
imum displayable force. The larger the range, the betteidthéce because it
will have a greater ability to generate a wide variety of &xand torques in the
virtual environment.

. Stiffness: Stiffness is the ability of a device to mimioéicvirtual wall or object.

This attribute is of particular importance to the perceptdd rigidity. In other

words, stiffness is the required parameter to convey tosuset an object is
rigid. It is interesting to know that the required stiffnéssperceive rigidity is
higher when vision is obscured. According to a report by [368ffness needs
to be 25 N/mm to feel stiff to a user when vision is obscuredenghs lower
values are sufficient when the optical system is not obstdict

. Size/Weight: The size and weight of a haptic device hasrecdimpact on

the comfort level of the user. Furthermore, the trend ofgragng haptics into
mobile devices, or the development of mobile haptic devyitebmited by the
weight and size of the device. In some cases, a larger sizeaiidable since
large areas of the human body must experience stimuli toigieahe intended
perception.
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4.5.2 Spatial Attributes

1. Workspace: The area or volume in real world space that rildeeffector of a
haptic device can reach is referred to as the workspace. dpchworkspace
is classified as either translational or rotational. Tratishal workspace is the
volume/area traversed in Cartesian coordinates, withesgr€e point located at
the center of the workspace. This reference point is mappdiket center point
of the reference system in the virtual environment. On themland, rotational
workspace is measured as the angle range in pitch, yaw, dntlire workspace
should be chosen according to the intended range of motion.

2. Position Resolution: Defined as the smallest amount oemant over which the
position sensors can detect a change in the position of tthe#ector point of
the device. Essentially, the position resolution depenasuhe human position
resolution. A commonly accepted measure of human senseojutén is the
Just Noticeable Difference (JND). Usually, the positiarlolution requirement
depends heavily on the application. For instance, gamiugeatertainment ap-
plications can tolerate lower position resolution in exapafor larger forces and
higher force ranges. However, in applications such as syrgdiigher accuracy
of the stylus movement is needed.

3. Degree of Freedom: The term Degree of Freedom (DOF) istosgelscribe the
haptic interface motion, sensing, and actuation capegsliThey do not always
correspond to the number of joints. For instance, the sgri3@F refers to the
number of independent position variables needed in ordkrctte all parts of
a mechanism. As per the actuation of the DOF, it has been osexdr to the
number of independent directions along which the devicblesta display forces
and/or torques. Available devices range from those capafbpgoducing only
non-directional forces such as vibrations to six DOF devitteat can activate
forces along and around all three spatial axes.

4. Precision and Repeatability: Precision refers to howately the position sen-
sor can refer to its position. This attribute is differemirfrthe position resolution
since it does not involve any motion. Repeatability repnésbow accurately the
haptic device can sense the identical physical positioreaglthe same virtual
position. This parameter is important in scenarios suctaptihplayback.

5. Grounding Location: The grounding location is the ba$eremce that the device
is attached to. It can be ground-based, body-based, or sgdb&or instance,
ground-based haptic interfaces have a relatively statyoaspect and incorpo-
rate a heavy base to lend stability against the applicatfaggraunding forces.
Examples of ground based haptic displays are the PHANToM-audicMaster.
Body-based devices, such as the Cybergrasp force feedlmek gre typically
designed to be held or worn. Un-based interfaces, such a&itGéove, neither
use the ground nor the user’s body for force reaction, bteatsuse other means,
such as angular momentum, for force reflection.



98 4 Machine Haptics

4.5.3 Temporal Attributes

1. Device Latency: The device latency, or delay, is the tineasored from the
instant of sending a command to the device to the instantcefving a response
from the device. This might include geometrical computatitelays that may
originate in software processing time.

2. Bandwidth: The bandwidth of a haptic device is defined asrémge of fre-
quencies over which the hand-controller provides forceliaek. Theoretically,
the desired bandwidth depends on the human perceptiomsyiste practically,
it depends on the operation performed. Generally, precidesmall movements
require a higher frequency feedback than larger, more galmpvements. This
is why tactile forces require a higher frequency bandwidtfio¢10,000 Hz),
whereas kinesthetic sensing requires a smaller bandw2it#b@Q Hz). The re-
sponse band required by the hand and fingers is much lowem@mHz).

3. Haptic Refresh Rate: This rate is the speed at which thib&esk loop can be
completed, and it is usually expressed in hertz. This iredutbntinuous execu-
tion of the haptic rendering algorithms from sampling of fwesition sensors to
the application of corresponding reaction forces on theaipethrough the hap-
tic device. Although there are no firm rules for the hapticesh rate, as noted in
Chapter 3, 1 KHz is a common value. Notice that increasing riiie increases
the realism of human-computer interactions, but only aettpgense of increased
computational power or reduced scene complexity.

4. Maximum Acceleration: This attribute reflects the abilif a haptic device to
simulate stiffness of virtual objects like walls. It can beasured using an ac-
celerometer attached to the hand controller.

5. Haptics Update Rate/System Latency: The system laterbgitotal time delay
of the haptic virtual reality system. This includes sensihg position of the
haptic device, computing the force feedback in the simotetsending the force
to the device, and reading the next position. The hapticatgpte depends on
the quality of haptic rendering, the speed of the computet,the type of haptic
device. The inverse of this delay, or the haptic update imtgjoted more often.

4.6 State-of-the-Art Haptic Interfaces

Classifying haptic interfaces varies by perspective. @mgoirtant (and probably the
most common) distinction among haptic interfaces is whethey generate a tactile
or kinesthetic stimulation. Generally, kinesthetic hajriterfaces can be classified
by their grounding locations (reference-based), or by #greks of freedom with
which they can move. In this section, we adopt a hybrid d@assion that com-
bines the force type (tactile/kinesthetic) and the actuatiegrees of freedom. First,
we classify haptic interfaces as either tactile or kinesthend then classify tac-
tile and kinesthetic interfaces based on their DOF chariatite[106]. We present a
cross-section of existing haptic device designs, selgctédllistrate the diversity of
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designs among both the industrial and the academic comiesinitlease note that
a complete survey would be much larger. We briefly descrileeifip technical re-
quirements and specifications and comment on prominentriEsabf these designs.

4.6.1 Tactile Interfaces: Commercial Development

Tactile stimulation refers to the sense of natural phystoaltact with the ambient
environment. Tactile interfaces are devices capable abdywing:

e tactile sensations, such as pressure, texture, punchaenal properties, soft-
ness, and wetness
friction-induced phenomena, such as slippage, adhesiohmécro failures -
local features of objects, such as shape, edges, embossimgaessed features

Currently, there are various commercial products and relgarototypes that
provide a diverse range of tactile sensations, some of whiehpresented in Ta-
ble 4.2.

Table 4.2: Commercial and Development Tactile-hapticrfates

Product Description Sensation Vendor
CyberTouch Vibro-tactile Stimulators: SipPulses or sustained vibratiglmmersion Corporation
(one on each finger, one pn
the palm)
Touch Master 4 Vibrotactile Stimulatorf/ibration EXOS, Inc. ( Microsoft)
(each finger)
Tactile Mouse Vibro tactile Vibrations Logitech
Commercial  [Tactool System 2 Fingers Impulsive vibration Xtensory, Inc.
Interfaces Displaced Tempergvia Thimble Temperature Change CM Research, Inc.
ture System
HAPTAC Tactile feedback Electric pulses Shape MeArmstrong Laboratory

ory Alloy (SMA)
Prototype  TactileTwo-fingered hand with [Electric pulses (SMA) Harvard University USA
Shape Display DOFs in each finger

Research and [Temperature Displd¥ingertip bed Temperature feedback Hokkaido Universit
Japan
Development [Electrorheological [Colloidal dispersion of maJOil malleability Hull University, UK
fluids for tactilgleable oil and dielectric solid
displays particulate
Tactile display withDistal shaft of the forceps [Contact pressure sensationiResearch Center at Kall-
flexible endoscopic sruhe, Germany
forceps
Tactile Display Thumb, index finger, middl&actile stimulus Sandia National Labora-
finger, and palm simultang- tories
ously

Several kinds of receptors have been found to mediatedasihsations in the
skin or in the subcutaneous tissues. Many proposed mechanise mechanical
needles that are activated by electromagnetic technadgiech as solenoids and
voice coils), piezoelectric crystals, shape memory alli§M8IA), pneumatic sys-
tems, and heat pump systems. Other technologies are basgdatrorheological
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fluids, which change viscosity and rigidity upon the apglma of an electric field.
Medical-specific technologies, such as electro-tactilé m@uromuscular stimula-
tors, are still under development.

A survey of tactile interface devices developed so far caffiobed in [172],
but it is beyond the scope of this book. Currently, few tacititerface devices are
commercially available, but they include the TouchmasieEXOS Inc., the Tac-
tool system by Xtensory, and the Teletact Glove by Intefiiggystems Solutions.
Examples of tactile displays research prototypes are: B&Pffom the Armstrong
laboratory, linear and planar graspers developed by thehTtal at MIT, a temper-
ature display at Hokkaido University, a prototype tacti@se display at Harvard
University, a programmable tactile array by the TiNi Allop@pany, and a tactile
feedback glove at the University of Salford.

4.6.1.1 The Tactile Mouse

Tactile feedback adds another cue in response to a usedsaittis one that can
be felt even if the user is looking away from the computeracré\ tactile mouse
helps a user to haptically distinguish graphic elementhk siganenu options, icons,
or virtual objects by making them feel different when ovpgad by the mouse cur-
sor. Powered by these advantages, a number of tactile mieebeen introduced
to the market. For instance, the iFeel Mouse [3], illustldteFigure 4.6 (a), has
an outside appearance, weight (132 grams), and p«i@&@) similar to those of
a standard computer mouse. The only difference is that atriel@ctuator is at-
tached to the mouse’s body and can vibrate the mouse’s dugéir As shown in
Figure 4.6 (b), the actuator shaft translates up and dowespanse to a magnetic
field produced by its stationary element. The actuator smed perpendicularly to
the mouse base so that the vibrations occur in the vertioattibn.

Smcrx;\-\ging wheel Vibro—tactile
uttons actuator
Elastic
mouse pad
Sensor Actuator
Interface Interface

Host Local
Computer Processor

Fig. 4.6: The iFeel tactile feedback mouse: (a) Outside agree, (b) Tactile feed-
back system
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Furthermore, the iFeel mouse uses optical position meamnes rather than the
traditional mechanical ball. The reason is that vibratipreduced by the actuator
might interfere with the ball-roller assembly used to meagshe XY-coordinates.
The operation of a haptic mouse is simple: when the softwatects contact be-
tween the screen arrow controlled by the mouse and the la#lptenabled graphic
items, it sends a haptic command indicating the onset areddf/actile feedback to
the mouse processor. The processor converts these commémgibrations with
the desired amplitude and/or frequency and drives the swtui its interface.

4.6.1.2 CyberTouch Glove

Released in 1995 by Virtual Technologies Inc, the Cyberiida@ haptic interface
that provides vibrotactile feedback to the user. As showFiguire 4.7 (a), six tactile
actuators (one on the back of each finger and one in the paém)s&d to provide
impulses and vibrations. These actuators can be useddudily or in combination
to produce synchronized tactile patterns. Each actuatwists of a plastic capsule
housing a DC electrical motor. The motor shaft has an oftered mass, which
produces vibrations when rotated. Hence, by changing teedspf rotation, the
vibration frequency can range from 0 to 125 Hz. Each actugiplies a small force
of 1.2 N.

The functional building block diagram of the CyberTouchwglds shown in Fig-
ure 4.7 (b). When the fingers and/or the palm of the avatar dfitinean hand inter-
act with objects populating the virtual environment, thenpoiter sends commands
through the serial RS232 interface to activate the vibtdéactuators. These sig-
nals are received by the driver unit, which sends the cooredipg currents using
the D/A converter and operational amplifiers to drive thearstDue to its ability
to provide feedback to individual fingers, the CyberTouddvglis most suitable for
dexterous manipulation tasks where contact is at the fiipgert

4.6.1.3 The Displaced Temperature Sensing System

The Displaced Temperature Sensing System (DTSS) is a casiahkaptic inter-
face that provides temperature feedback for virtual emvirent simulations. The
interface allows users to sense thermal characteriskieslirface temperature, ther-
mal conductivity, and diffusivity, which can help in idefyihg an object’s material
properties. For instance, materials that have high condiycf(such as aluminum)
will feel cold when touched, while those with low conducty{such as wood) will
feel warmer. This is due to the heat flow between the finger lamdoched object.
To increase the user’s freedom of motion, and to support tEsiperature
changes, the actuators in DTSSs are thermoelectric hegbgpthmat function ac-
cording to the Peltier principle. This principle stipulathat applying a DC current
to a connected dissimilar material creates a temperattfexetitial. Peltier pumps
consist of solid-state N and P-doped semiconductors sahédibetween ceramic
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Fig. 4.7: The CyberTouch glove

electrical insulators that act as thermal conductors anthar@cal support. This is
illustrated in Figure 4.8. One of the plates is called thet kearce while the other
acts as a heat sink. When a DC current is applied to the heat,phe® and N
charges move to the heat source plate, which results in @rieenperature in the
heat sink plate.

One of the common DTSS models is the X/10, developed by CMdRelkeThis
DTSS model consists of a controller, eight thermodes, andecting cabling. The
controller can be programmed appropriately for input opatithannels. It can be
operated directly from the controller unit or through a conep via an RS232 serial
interface. The temperature differential between the taagd actual fingertip tem-
perature is fed to the Proportional-Integrative-DeriaiiP1D) controller, as shown
in Figure 4.9. The output of the PID controller is sent to eatramplifiers that drive
the thermoelectric heat pump, and the control loop is closed
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Fig. 4.9: Thermal control diagram
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4.6.1.4 Other Tactile Commercial Interfaces

The TouchMaster, introduced by EXOS Inc., is a tactile fiais® that allows the
simulation of each of the four fingers and the thumb usingteletagnetic voice
coil actuators. These actuators are mounted on a cable hlysand attached to
the fingertips using Velcro bands (commercial brand nameytun fabric used as
a fastening) and are driven by a signal condition box tharfates the device to
the PC or any other standard digital 1/O bus. The standaréigtoation provides
a vibration frequency of about 210-240 Hz at a constant daog#i However, the
device is extendable in that optional variable frequenay amplitude electronics
are now available.

The Tactool system, developed by Xtensory Inc., is made et one tactor
connected by a cable to a power supply. The spacing betweepirts is 3 mm.
Each actuator delivers a 0.3N force and operates in vilmwatszillation mode. The
primary interface is serial EIA 232, but parallel, analogdaMIDI interfaces are
also available.

4.6.2 Tactile Interface Research Prototypes

In addition to commercially available tactile interfacéisere exist active groups
performing research and development of tactile interfacéopypes. We will now
discuss some of these research prototypes.

At Sandia National Laboratories, the research group of Agmhais working on
tactile devices for VE applications that interact with firtfes. The tactile interface
consists of a 2x3 pin-matrix of electromagnetic actuatoosimeed on a pad frame
and fixed on the finger of the user. Each actuator operatesinatige of 8-100
Hz, is capable of 76 m indentation, and has a maximum pressure of 1R/
Furthermore, each actuator can be controlled individuiallyerms of amplitude,
frequency, and phase. The supporting software allowdeatisplays to be used on
the thumb, index finger, and palm simultaneously.

At the University of Ottawa, Petriu and his colleagues idtroed a tactile sensor
with a high sampling resolution (1.58 mm pitch) on a slaveotdor active per-
ception of stationary polygonal objects [402]. The expenal tactile interface
consists of a 16x16 matrix of force-sensing resistor eléamand an elastic overlay
with protruding tabs that provides the spatial samplingstaawn in Figure 4.10.
Furthermore, a model-based method for blind tactile reitimgnof 3D objects is
proposed in [287]. The geometric symbols representinggerha pseudorandom
array (PRA) are embossed on the object’s surface. The methsdested on two
3D polygonal objects: a cube and a parallelepiped. In [28&)y reported on the
development of an intelligent multimodal sensor systermtwa@ce the haptic con-
trol of robotic manipulations of small 3D objects. The sersetem is mounted on
the end-effector of a manipulator arm with a relatively higlsolution of 1/16 in
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(detects position change within 1/16 inches) and refines lange 3D maps of fine
interaction scenarios.

FORCE EXTERNAL FORCE
SENSITIVE
TRANSDUCER ﬂ
- —~ ; i\
*
3D OBJECT Y Iz

=t 2D- SAMPLING ELASTIC OVERLAY

Fig. 4.10: Tactile sensor interface

Researchers, led by professor Hassen at Armstrong Lalpgrhtve studied the
perception characteristics on a tactile surface of a 5x@yasf actuators separated
by 3 mm in each direction [149]. The actuators are based opeSkiemory Alloy
(SMA) wires that push/pull the tactile elements. The tactitray has been adapted
for use in a device called the HAPtic-TACtile (HAPTAC). ThAHTAC device has
been used in the TacGraph system to present data plots tbgaisons.

At Harvard University, researchers working with Robert Holave developed
tactile interface prototypes that deliver shape and vibnateedback. They have
conducted a series of experimental studies using theskagsd he tactile interface
uses pins driven by SMA wire actuators. The pin diameter @uak.7 mm, the
distance between two pins is 2.1 mm, the force delivered bk pan is 1.2 N, and
the bandwidth of the display is 6-7 Hz [212]. Current reskancludes looking at
ways to increase the bandwidth of the display to around 23rHaddition, the team
is investigating how to identify the dynamic range requieents needed for different
tasks and to develop a detailed specification for systenopeence.

At MIT, researchers in the Touch Laboratory are looking anhuo haptics and
its relationship to machine haptics. As part of a project tbauses on tactile in-
terface development for VEs, the Touch Lab has developednajor devices for
performing psychophysical experiments: the Linear anad&l&raspers. The Lin-
ear Grasper is capable of simulating mechanical propestiebjects, such as com-
pliance, viscosity, and mass, during haptic interactiovisgreas virtual wall and
corner software algorithms were developed for the Planasgar [236].

Researchers at Karlsruhe Research Center in Germany akopieg a tactile
feedback system for use with flexible endoscopic forceps][Ithis haptic inter-
face is composed of 72 needle actuators placed in a 3x24xmatre individual
needles are electromagnetically triggered by opto-ddeduprintout boards and
vibrate at a maximum frequency of 600 Hz to simulate conteesgure sensations.
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Professor Ino and his team at the University of Hokkaido ipadacarried out
research on tactile interfaces for presenting shearingpaesisure forces and tem-
perature feedback based on pneumatic actuators [187].rfEssyre on each actu-
ator (cylinder) is computer-controlled by means of an etepnheumatic regulator.
This controls both the pressure and shearing sensatiorssajed by means of a
lateral-moving stage (displacement). The amplitude offisplacement is 3 mm in
both the X and Y axes. Moreover, another interface has beeslajeed to provide
thermal feedback [187]. A thermocouple measures the teatymrer of the display
surface and enables the display to act as either a cooler @atarhusing a Peltier
module.

Researchers at Hull University have investigated the uskofrorheological flu-
ids for tactile displays. The fluids are primarily a colldidizsspersion consisting of
insulative base oil with a slightly conductive dielectradid particulate. Upon apply-
ing an electric field, these fluids have the ability to chamgenfa liquid to a pseudo-
solid state almost instantly, and their malleability is elegent on the strength of the
applied field. Researchers have proposed and tested & tatgitface, with a 5x5
actuator matrix, for HAVE applications [367].

In collaboration with the Center of the Human Systems, TiNoy has devel-
oped a tactile display consisting of a 5x6 array of tactospvith a force of 6 grams
per SMA wire actuator. The response time for this displayr@iad 100 millisec-
onds.

Researchers at the University of Salford have developedweeghith tactile,
contact pressure, and temperature feedback. The glovediaatetact, is composed
of a ceramic disk of PZT (lead zirconate titanate) with a 10 diameter and a 1
mm thickness.

There have also been wearable tactile devices embeddealjaatket. At the Uni-
versity of Ottawa, Professor El Saddik’'s team developedpihigacket, in which
34 pager motors (used in cell phones) are embedded (3x6 ést elhd 4x4 for left
upper arm) [68]. All the motors are wired to a battery-powdargcrocontroller, and
the device is controlled through Bluetooth communicatiarremote interpersonal
communication, the haptic jacket provides a contact semseltcal user when a
second remote user touches the local user’s captured 3einsgg a force feed-
back device. A similar jacket was developed at Philips ReseBurope, where 64
uniformly distributed vibrating actuators were appliedtba torso [223]. It is syn-
chronized to a movie to present emotions such as love, emonfear, sadness,
anger, anxiety, and happiness by giving distinctive tagdtterns.

4.6.3 Kinesthetic Interfaces

Kinesthetic interfaces are devices capable of feeling amadipulating objects.

Kinesthesia provides humans with an awareness of the ositid movement of
limbs along with the associated forces that are conveyedhdwensory receptors
and neural signals derived from motor commands. Kinestlformation, such as
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the moving of joints, movement velocity, the contractilatetof muscles control-
ling the joint, along with information from motor and cogwé systems, produce
the perceived limb position and movement. A summary of soomensercial and
research kinesthetic devices is provided in Table 4.3.

Essentially, kinesthetic interfaces, or force feedbatérfaces, have three main
functions: (1) measuring the movements and forces exesteddart of the human
body, i.e., hand or fingers; (2) calculating the effects elsthforces on objects in
the virtual environment and the force response that musbmathe user; and (3)
applying the appropriate forces to the user. Technolodiasdre currently in use
include electromagnetic motors, hydraulics, pneumatiales, and shape memory
alloys. Other technologies, such as piezoelectric motodsraagnetoresistive ma-
terials, have been investigated, but they are still theesulgf further research and
development.

A number of existing kinesthetic interfaces are now beingeercially mar-
keted or developed by research groups. The majority of tHegiees can be clas-
sified as exoskeleton devices, tool-based devices, thitrdsed devices, or robotic
graphics systems. Exoskeleton devices, such as the Foosk&gton ArmMaster,
deliver forces to the shoulder, elbow, wrist, and finger tgirTool-based devices
deliver forces to the human hand via a knob, joystick, or [i@ebject carried by a
user. Some examples are the PHANToM, HapticMaster, andlsafngine 3000.
Finally, robotic graphics systems use real objects to pi@yorces to the user’s
hand. The four force feedback configurations are illustréte=igure 4.11.

To evaluate the quality of force feedback systems, a setmifhmim performance
standards has been proposed in [313]. The authors recomusarga force output
resolution of 12 bits of the maximum force output, a positiesolution of 0.001
inches, and a passive friction of less than 1% of the maximanoef output. The
maximum force output and the range of motion is HAVE appimatdependent.
Other requirements include a system bandwidth of less tlaklA a minimum
sampling rate of 2 KHz, and a maximum latency of 1 millisecdddrrently, one of
the few devices that meet all of these requirements is theNPFdM device; most
other devices meet only a subset of these requirementse Ttawdware limitations,
such as the sensor’s accuracy and the actuator’'s perfoenamiestrain the fidelity
with which haptic interactions can be simulated.

4.6.3.1 The Rotary Module

Rotary based haptic devices can only simulate particudstan a one dimensional
axis (for example, opening a door with a knob that is conséaito rotate around
a single axis, squeezing scissors to cut a piece of papereesipg a medical sy-
ringe’s piston when injecting a patient). A 1-DOF device sweas the operator’s
position and applies forces to the operator along one $pliti@nsion only. 1-DOF

devices are designed for industrial control applicatienzarform simple operations
as alternatives to traditional devices, such as mechaswgéthes, potentiometers,
etc. One example of a current device with this type of funeliy is the family of
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Fig. 4.11: Force feedback configurations

rotary modules developed by Immersion Technologies (sa¢theaPR-3000 device
shown in Figure 4.12).

4.6.3.2 The Pantograph

In the case of 2-DOF interactions, there are common exartiplesghout our daily
lives, like using a mouse to interact with a PC. Other examplelude devices that
have been developed for the gaming industry, such as hapédrsy wheels, joy-
sticks, and game pads. Another example of a rotary contiiglthe 2-DOF mecha-
tronics haptic device called “Aladdin”; it includes a hapkinob with a torque and
thermal display, a high quality auditory display, and segsind actuation of other
door controls. This prototype could be used to sense anditactudoor knob that
provides access to an interior or remote space, such asaedv shared room, a
home, or a professional building [237].

A further example of a 2-DOF force feedback device is the &gmaph. It is a
mechanical linkage that is connected in a particular wagthas parallelograms.
With this type of connection, the movement at a specifiedtpsian amplified ver-
sion of the movement of another point. It was designed foyirmpwriting and scale
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Table 4.3: Commercial and Development Kinesthetic-hdpterfaces

Research and

Development

Master/Slave

Product Feature Sensation Vendor

Force Feedbagbesktop Hand via joystick EXOS,Inc. ( Microsoft)

Master

Force Exoskeletditxoskeleton Shoulder and Elbow EXOS, Inc. ( Microsoft)

ArmMaster

CyberGrasp Force-reflecting exoskeletdResistive force feedback [Immersion Corporation

five actuators, one for eath
finger

Impulse EngingDesktop Hand via tool handle Immersion Corporation

3000

Laparoscopic  In{Desktop Hand via joystick Immersion Corporation

pulse Engine

Interactor Vest Torso via vest Aura Systems, Inc.

Commercial Interactor Cushion |Cushion Back via cushion Aura Systems, Inc.
Interfaces HapticMaster Desktop Hand via knob Nissho Electronics Cof-

poration

Hand  Exoskeletojiexoskeleton Thumb index  finger joints,

Haptic Display palm and EXOS,Inc{(
Microsoft)

PER-Force 3DOF [Desktop Hand via joystick Cybernet Systems Car-
poration

PER-Force  Handbesktop Hand via joystick Cybernet Systems Cdr-

controller poration

PHANTOM Desktop Fingertip via Thimble SensAble Devices, Inc,|

SAFIRE Exoskeleton Wrist, thumb and index filEXOS, Inc.( Microsoft)

ger

Robotic  GraphicfRobotic graphics Hand via tracker Boeing Computer Sefr-

Proof-of-Concept vices

System

Force and TactiliRobotic graphics Throttle and joystick Computer Graphics Sys-

Feedback  System tems Development Cdr-

(FTFS) poration

Elbow Force FeedExoskeleton Elbow joint Hokkaido University

back Display

MSR-1 Mechanicdllool-based Active limbs MIT

7 DOF Stylus Tool-based Hand via tool handle McGill University
Force Feedback MgDesktop Hand via joystick Northwestern Universit;
nipulator

Second Generati
Rutgers Master

mhimble-based

Three fingertips and thumb

Rutgers University

SPICE

Robotic graphics

Hand via tool handle

Suzuki Motor Corporg-
tion

SPIDAR

Thimble-based

Thumb and index finger

Tokyo Institute of Tech-
nology

Molecular Docking
Virtual Interface

Exoskeleton

Shoulder and Elbow

University of North Cart
olina

Pen-Based Fori
Display

€ool-based

Fingertips or pointed objec

University of Washing-
ton

diagrams. In the haptic domain, devices with two actuategestss of freedom in the
horizontal plane were initially designed with the idea dfcing to the special needs
of visually impaired persons [300]. The Pantograph cannsitact interactions in
real-time, creating mechanical objects with stiffnessnyr@her physical attributes.
Ramstein et al. [300] have stated that, “The response isfiifismt quality to give
the users the tactile and kinesthetic sensations of rjgiciintinuous outlines, sharp
edges, etc.” Users can explore a force field in a similar €asiw a conventional

mouse.
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PR-3000

Fig. 4.12: Rotary controls from Immersion Corp. can be paogned with a wide
variety of tactile sensations. (a) The PR-3000 Rotary @bmtith a Motor Actu-
ator provides more sophisticated dynamic effects, suclpi@sgs and notches, (b)
The “Aladdin” is a half-door with a fully functional knob, teh control, door angle
sensing, and an auditory display

4.6.3.3 Force Feedback Joysticks

Today, force feedback joysticks are simple, cheap, andlyvigged kinesthetic in-

terfaces. Generally, they are characterized by a small runflilegrees of freedom
and produce moderate forces with high mechanical bandwAdtlan example, the
Wingman Force 3D joystick, developed by Logitech Co. hasdltegrees of free-
dom, as well as analog buttons and switches used in gamirggforbe feedback
system is placed in the joystick base and consists of two D@mea@s actuators.
They are connected to the central handle rod through a pkkalematics mecha-
nism [315]; Each actuator has a capstan drive and a pulleghwhoves a gimbal

mechanism composed of two rotating linkages. The two asttgimbal assemblies
are perpendicular to each other to enable tilting of theraérmd in four directions

(right, left, front, and back). Two digital encoders, cadxvith the motor shafts,
measure the tilting. The maximum applicable force is 3.3 dgitech also produces
the Force 3D Pro joystick, which has an improved force feeklpaechanism to en-
able more realistic interactions in gaming; however, vétieldetails are available
at this time.

4.6.3.4 The PHANToM Family
The PHANToM family was initially developed at MIT and is nowanketed by

SensAble Devices Inc. The Phantom is a desktop haptic aterfit has a stylus
grip or a fingertip thimble with which users can reach intduat worlds, touch-
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ing and interacting with 3D objects. It measures motion @lsix degrees of free-
dom (translational and rotational dimensions) and cantexartrollable forces on
the user along three of those DOFs (translational only)e Fnetion feels smooth
and comfortable because the device does not constrainmuatibin its workspace
and because its inertia and friction are low. The relativafge dynamic range in
force output, known as the ratio of the largest to the smiadlisplayable force, plus
a good match with human resolution and bandwidth, providesigh contrast in
force sensations to convincingly display impact, rigidigxture, complex shapes,
and a range of compliances. These devices are common in¢hdaboratories be-
cause they are affordable and easy to set up and operateer@immally, they are
well suited for tele-manipulation applications.

The Phantom Desktop interface device provides six degrefesemlom of posi-
tional sensing and three degrees of freedom of force feédbae interface’s main
component is a serial feedback arm that ends with a stylus.ofientation of the
stylus is passive, meaning that no torques can be applieldetager’s hand. As
shown in Figure 4.14 (b), the interface uses three DC brushatdrs (actuators)
with optical encoders placed at the actuator’s shaft, amtay potentiometer to
measure the handle orientation. Transmission is achiesied gables and pulleys.
The peak force of the Phantom Desktop is 6.4N, while contisuorce without
overheating its actuators is only 1.7N. The actuators an&galed by an electronics
assembly that receives commands from a PC host over a pa@iieThis electron-
ics assembly consists of a digital-to-analog and analedjgital conversion card,
power amplifiers for the feedback motors, conditioning ttetcs for the position
sensors, and a status LED indicator. A snapshot of the PimaD&sktop is shown
in Figure 4.14 (a).

The PHANToM Omni device is similar to the Phantom device imigof degrees
of freedom, however, the maximum exertable force is 3.3N theddevice uses
the IEEE-1394 FireWire port for interfacing to the PC. A pbgrtaph of the Omni
device is shown in Figure 4.13.

Control interface

/‘ Status light Force feedback arm
X
n :
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o’
rive Stylus and
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PC parallel port

DC electrical
actutorn

Fig. 4.13: (a) The Phantom Omni, from Sensable Technolp@®d he force feed-
back system of the Phantom device
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Due to the Phantom Desktop’s limitation of output forces ésmhability to gen-
erate feedback torques, the manufacturer introduced thet®m Premium series.
The Phantom Premium 1.0, shown in Figure 4.14 (b), provideseffeedback to
a thimble that is slipped over the user’s fingertip. It getesdorces in three trans-
lational degrees of freedom (x, y, and z coordinates) andiges torque feedback
in three rotational degrees of freedom (in the yaw, pitcld &l directions). The
torques are passed through a pre-tensioned cable tramamtiss lightweight alu-
minum linkage that supports the thimble. The Phantom 1.5semially a later
version with a 300% larger workspace to provide a range ofana@pproximating
lower-arm movement, pivoting at the elbow. Finally, the ftoan 3 has the largest
workspace and supports full-arm movement, pivoting at tiweikler. A photograph
of the Phantom 3 device is shown in Figure 4.14 (c).

(@ (b) ()

Fig. 4.14: (a) SensAble PHANTOM Desktop, (b) SensAble PHANT 1.0, (c)
SensAble PHANTOM Premium 3.0

4.6.3.5 The HapticMASTER Device

The HapticMASTER is a commercial example of a force contabhaptic interface
with three degrees of freedom (translational dimensiasshown in Figure 4.15.
This system provides the user with a clear sensation anadg ascylindrical robot
arm, has the ability to closely simulate weight and forcenneatended range of
human tasks. The cylindrical robot can rotate around ite ba®ve up and down,
and extend its arm radially within a 0.64x0.4x0188 workspace. It recreates force
with only a 0.01 N margin of error and can report the positibiisoend-effector to
within 0.004 mm. The maximum output force is 250 N and maxinstifiness is
50000 N/m. The control loop measures the user’s forcesfesraqt a very high rate
of 2500 Hz, yielding a mechanical bandwidth of 10 Hz that tkerican feel. This
arrangement allows better simulation of hard, immovableab, such as virtual
walls. The main disadvantage is a larger apparent inergaalthe arm size. Addi-
tionally, the cost of the HapticMASTER system is relativalgh due to the use of
expensive force sensors and position-feedback actuators.
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Fig. 4.15: The HapticMASTER from FCS Control Systems

4.6.3.6 The Immersion Haptic Workstation

An exoskeleton is a robotic mechanism into which human batyspcan fit. The
joints of the exoskeleton are aligned with the human joiAtsiong current ex-
oskeleton products and prototypes are the human-machiradation presented by
[202], the dexterous master of Burdea and his team [56], la@éitm exoskeleton
system of Bergamasco and his colleagues [34]. The ImmermsmRstation ex-
oskeleton comprises three components: the CyberGloveCyberGrasp, and the
CyberForce. The CyberGlove acts as a position sensor glatenteasures hand
gestures, whereas the CyberGrasp and the CyberForce @ionisthetic feedback.
The CyberGrasp glove controls simulated forces on indeganihgers, rather
than at the wrist, for tasks requiring high dexterity. Theb€yGrasp system, shown
in Figure 4.16 (a), is a retrofit of the 22-sensor version ef@lyberGlove. As shown
in Figure 4.16 (b), the CyberGlove interface unit transnfiesfinger position data to
the CyberGrasp force control unit over a serial RS232 liriee Wrist position data
is then sent from a 3D magnetic tracker worn by the user todreefcontrol unit.
Eventually, the resulting 3D hand position is sent to the P& an Ethernet line.
The simulation software checks for collisions and send llae reaction contact
forces to the CyberGrasp force control unit, which then i@sphppropriate analog
currents to the five electrical actuators. The actuatoruescpre transmitted to the
user’s fingertips through cables on a mechanical exoskeletwn on top of the
CyberGlove. As illustrated in Figure 4.17, the mechanicals&eleton has the role
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of guiding the cables using pulleys for each finger and ofiagras a mechanical
amplifier to increase the forces felt at the fingertip. Thes&eteton is attached to
the cable guides and to the CyberGlove through finger ringacé plate, and Vel-
cro strips. The maximum force that can be generated at eagér fim 16N within a
spherical workspace of a 1m radius. Major drawbacks of thiee@grasp are sys-
tem complexity and cost, and the inability to simulate théglveand inertia of the
grasped objects. Additionally, cable backlash and friciitduced hysteresis reduce
the mechanical bandwidth drastically from 1KHz to aroundH40[375].

(@) (b)

Finger L
forces | CyberGrasp | B Compues
W Actuator Unit Bthernet
7 \ Finger
For%e '; positions | CyberGlove | RS232|  Force
applicator __ ". Interface Unit Control Unit
S o Mgt 1
CyberGlove Back Tracker ~ DoSHOIS | 3.y Tracker RS 232
plate receiver Interface Unit

Fig. 4.17: The CyberGrasp force feedback system

The CyberForce is an addition to the CyberGrasp for simngathe object’s
weight and inertia. As shown in Figure 4.18 (a), it considta anechanical arm



4.6 State-of-the-Art Haptic Interfaces 115

attached to a desk and also to the user’s wrist at the Cybsp@reoskeleton back
plate (see Figure 4.18 (b)). The wrist and finger positiora@ae sent to the host
by the force control unit over a LAN, and the resulting cohtaed weight/inertia
forces are sent to the CyberGrasp and CyberForce actuatsr un

‘Wrist position (from CyberForce arm)

b Host
forces CyberForce .
== Actuator Unit Computer
Ethernet
Finger
forces CyberGrasp Force
Y | Actuator Unit]™ Control Unit
Finger [
positions | cyperGlove | RS 232
Interface Unit
(a) (©)

Fig. 4.18: The CyberForce force feedback system. (a) Ther appearance, (b) The
force feedback system

Using CyberForce together with CyberGrasp, you can lietahng your hand”
on a virtual steering wheel, sense weight and inertia whitkipg up a “heavy”
virtual object, or feel the impenetrable resistance of autited wall. CyberForce
facilitates the exploration and interaction with simuthtgaphical objects via the
most natural interface possible - the human hand.

4.6.3.7 Quanser Haptic displays

Quanser Inc. is involved in the manufacturing of highlyasparent and robust hap-
tic systems for education, research, and industrial iatégr. They are involved in
the heavy equipment, medical, robotic, and didactic imiksst [5]. Examples of
existing devices are the 3-DOF Planar Pantograph Syster3] [81d the 5-DOF
Haptic Wand System [313]. The Haptic Wand System is a hapticce that uses a
dual-pantograph arrangement, where each pantograplvéndtirectly by two DC
motors at its shoulders and another DC motor at its waist. déwice allows for
three translation and two rotation (roll and pitch) degrefefseedom. It has a peak
exertable force of 9N and a peak exertable torque of 810 N.Tin@force feedback
workspace measures 48x25xdB¢ and the rotational workspace measures®170
roll and 130 pitch. Figure 4.19 shows a snapshot of the Haptic Wand System
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Fig. 4.19: The Haptic Wand System

4.6.3.8 The Novint Falcon

The Falcon device, developed and marketed by Novint Teclgied, could be a
breakthrough in the haptic device industry. It is a reldgiveexpensive 3-DOF de-
vice designed originally for the gaming industry. A phoimgn of the device is
shown in Figure 4.20. It consists of three arms extendingobuhe device, with
one motor connected to each arm. The three arms jointly heldiévice’s handle,
which the user grasps. The computer updates the posititre dfendle, and updates
the currents feeding the motors at a rate of 1000 Hz, thusginaya very realistic
haptic interaction. The Falcon workspace is 12x12x12 cne fdsition resolution
is less than 0.2 mm using optical sensors. The force torcaressach up to 5N with
constant and low friction and an update rate ranging fromt#o@ 1 KHz [245].

4.6.4 Research and Development Efforts in Kinesthetic haptic
displays

In this section, we discuss the work of individual researdugs in the development
of force feedback devices. It is worth mentioning that mahyhe kinesthetic in-
terface designs originated from tele-operation and tedeipulation projects. While
we do not claim that the identified efforts are the only onesanily underway, they
do form a representative set.
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Fig. 4.20: The Novint Falcon device

At the Tokyo institute of Technology in Japan, researcherthé Precision and
Intelligence Laboratory are investigating the use of emdiased force feedback
devices. Such devices use cables that are connected toittte@poontact in order
to exert forces. Additionally, encoders are used to meaberkength of each cable,
and thus the position of the “grip” can be determined. Motme used to create
tension in the cables that propagates into the forces apalithe grip. Examples of
such interfaces are shown in Figure 4.21. The major advastafysuch interfaces
are the low cost, theoretically unlimited workspace, amgdaamount of force that
can be applied. Furthermore, the inertial efforts, and thesccuracy of the applied
forces, are much better than link-based devices due to tialesrmass of cables
used in tension-based systems.

Fig. 4.21: Examples of tension based force feedback dedeesoped at the Preci-
sion and Intelligence Laboratory at the Tokyo Institute e€inology. (a) A 6 DOF
force feedback device with 54x54x54 cm workspace. (b) A 24F0d@vice with
100x50x50 cm workspace. (c) A 5 DOF device with a 2x2x2 m wpake

For several years, Burdea has been leading a group of resesat Rutgers Uni-
versity’s Center for Computer Aids for Industrial Produtitti, in the development
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of a portable dextrous hand master. It has evolved from the&aBle Dextrous Mas-
ter with Force feedback (PDMFF), to the Rutgers Portable¢-é&eedback Master
(RM-1), and finally, to the current Second Generation Rwtgaaster (RM-11). As
an example, the RM-II comprises four custom-designed pragiarmicro-cylinders
placed on an L-shaped platform, which is positioned in tleg’spalm and mounted
on a thin leather glove [48]. The piston stroke varies frord28mm, depending
on the device setup (finger size), and can resist up to 20 Ntefalaloading. The
actuators are attached to three fingertips and the thumd Wsiaro strips to accom-
modate various user hand sizes. The position sensing temgiswo Hall-effect
sensors mounted on the platform, one Hall-effect sensorach eylinder, and an
IR LED-phototransistor pair placed within each cylindendily, a Fastrak position
sensor is mounted on the back of the hand to provide wristipnsind orientation.

At McGill University’s Research Center for Intelligent Maices, Hayward and
his group developed a six DOF (optionally 7 DOF) force featthaterface device
called Stylus. It is designed for use in virtual environnseamd tele-operation ap-
plications. Human haptic related experiments have ledgkearchers to decide on
a workspace volume of 10x10x10 cm and an angular workspadbeonrder of
90 pitch and yaw, and a roll of 180[150]. For its physical structure, the desk-
top Stylus device uses grounded actuation coupled by a catibin of polymeric
tendon transmissions and linkages to the active end. A a&pactuator pack uses
conventional motors, whereas displacements and forceseasured using optical
sensors.

There are still more hand master haptic devices that havedmeloped at many
universities and research labs. In 1997, an anthroponmohanid exoskeleton, from
Vanderbilt University, was designed to prevent astronaurtdhfatigue during ex-
travehicular activities [344]. At Carnegie Mellon Univiys under the Robotics
Institute Hand Exoskeleton Project, researchers devdlapeEMG Controlled Or-
thotic Exoskeleton for the hand, with the goal of aiding deogho are unable to
pinch objects between their index finger and thumb. The useltdrindicate their
intent through the activation of another set of muscles. (¢hgir biceps), and the
device would supply a grasping force to the two fingers.

At the Laboratoire de Robotique de Paris, a Dextrous Hand&iéd®HM) was
developed by [377], which uses tendons to apply forces dmglaalanx of the hand.
They are able to measure 14 finger joint angles. Miniatureefsensors are placed
on each phalanx in order to measure cable strain and perenitnjplementation of
force/impedance control techniques. There is also a Destitand Master devel-
oped at MIT, which consists of a carbon-fiber exoskeletcarchtd to an elasticized
glove. The exoskeleton extends around all fingers excepghéopinky finger and
has a total of 16 degrees of freedom [311].

EXOS is a well-know group involved in several hand masteatssl projects,
such as the Exos Dextrous Hand Master, the Sensing and Reftection Ex-
oskeleton (SAFIRE), and the Hand Exoskeleton Haptic Dis#EHD). Another
example is the mechanical design of a haptic interface #htind from the Scuola
Superiore Sant'’Anna at the PERCRO Laboratory that is capabhctuating the
index finger and thumb.
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4.7 Final Remarks

The development of haptic devices has been influenced miyntize accelerated
growth of information technology. In addition, multimediad interactive system
requirements now necessitate more sophisticated virtodde incorporating the
sense of touch. Thus, many research labs around the warlty atith a few com-

panies, have been leading the development of haptic desfadifferent sizes, ac-
tuation mechanisms, and varying applications. Medicaluators have been very
influential in the development of outstandingly accuraté precise haptic devices.
Meanwhile, the gaming and entertainment industries haea becused on more
robust and mechanically durable devices.






Chapter 5
Computer Haptics

5.1 Introduction

Computer haptics is defined as the art and science of dewglspitware algorithms

that synthesize computer-generated forces and tactifeitio be displayed to the
user for the perception and manipulation of virtual objagtstouch. In the real

world, a person can move his/her hand in order to touch arcobies soon as the

fingertip touches the object, the object exerts a reactimefback against the finger
to prevent it from penetrating the object. The person fégasforce, along with the

object’s texture, through muscle and mechanoreceptors.

A real object can be represented in a virtual world by a coewpgénerated
model, and the fingertip can be represented as a point callédvatar”. When
a person moves a force feedback device with their actualrfitige corresponding
point avatar mimics the movement in the virtual world. Whems délvatar meets the
virtual object, a force similar to the real reaction forceddculated and fed back to
the force feedback device to push back on the fingertip. Asultreghe person feels
as if they are touching a real object as depicted in FigureTh& haptic rendering
algorithm is responsible for calculating the interactiorce between the avatar and
the virtual object. Basically, it consists of (a) a collisidetection algorithm to know
when the avatar meets an object and (b) a collision respdgsdgtam to calculate
the interaction force based on the collision information.

This chapter will focus primarily on the fundamental cortsegd haptic rendering
with some discussion about design and implementationldeEie to the vast and
continuously growing interest in this exciting area of @8, it is not possible to
cover and cite all relevant work within the scope of this deap

Haptic rendering usually refers to the calculation of thteriaction force between
a virtual object and a user’s avatar. It can be broadly caizg based on the di-
mension of the avatar representation as well as the numlagrees of freedom
of the force feedback device used. In this chapter, we spaliifidiscuss the haptic
rendering subsystem and algorithms as well as some widely sisftware systems
used for designing and developing HAVE applications.

121
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F: Reaction
force

(a) Touch occurring in a real world

A point representing
the finger tip

L
3D model of
the object

(b) Touch simulation occurring in a virtual world

alculated
tion force

Fig. 5.1: Basic concept of touch in real and virtual worlds

5.2 Haptic Rendering Subsystem

The haptic rendering subsystem is the part of the HAVE systsponsible for
computing interaction forces. It does this by reading a’'sggrse through the use
of haptic interfaces or other types of sensors and then ingd#te user’s avatar
in the virtual environment (See Figure 5.1). If there is ndlision between the
user’s avatar and an object in the virtual world, meaningaifatar is in free space,
the resultant force is zero, and there is no force feedbddkere is a collision,
an interaction force is calculated based on the penetragémth of the avatar and
the material properties of the target object. In order toutate material properties
such as stiffness, friction, and roughness, each force ocoem is calculated based
on the principles of physics and superposed into a resuitace that is then fed
back to the force feedback device. This force feedback |lemuls to be kept in the
order of 1 kHz for stable force interaction with reasonatdelfty [53]. In addition,
the resultant force affects the status of the virtual oBjégt pushing and possibly
displacing or deforming them, and this state update is [ss®EEEbY a physics engine.

When the force feedback device is integrated with a tactilécdeto display
textures, the surface texture information around the sioli is obtained from the
virtual object and interpreted as device actuation comm&mctactile devices. The
actuation commands will vary since they are based on disgtgyrithms specific to
each tactile device. This is shown in Figure 5.2.

In addition to interaction forces with virtual objects, udant forces can be af-
fected by environmental force effects. For example, if é¢hisra magnetic field in
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Fig. 5.2: Flow of information for tactile and force-feedkanteraction
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the virtual world, the magnetic force imposed on the ava¢éeds to be superposed
to the resultant force. Force fields, like magnetic and gational forces, can be
modeled around basic physical rules and stored in the repieson of the virtual
environment.

Algorithms for collision detection and response vary basethe representation
methods of the virtual environments. In the following sudtsms, 3-DOF haptic
rendering algorithms are introduced according to the pmlylgased representation
method, which is commonly used in haptics applications.eDttaptic rendering
algorithms that are based on different representationadstand multi-DOF haptic
rendering algorithms will be briefly explained later and also found in [227].

5.3 Polygon-Based Representation and Scene Graph

The basic building block of a virtual environment is a 3D mlodéerefore, the
virtual environment can be seen as a composition of 3D objeckels that populate
the landscape. The polygon-based representation is oneuwy nepresentational
methods for 3D objects. The basic object used in the polylgoaleling is the
vertex, which is simply a point in 3D space. Multiple versoceonnected together
in one plane form a polygon or a face. A group of polygons thatcannected to
each other by shared vertices is generally referred to akeareat or a mesh. Due
to its simplicity, the polygon-based representation hantfeequently used in 3D
computer graphics as well as in haptic rendering.

A three-dimensional environment is defined as a set of gaantmitives and
their display properties. A scene graph is a hierarchicaictire (tree) of nodes
used to define the geometry and the display properties ofgraghhical and haptical
objects [57]. Each node in the hierarchy represents eitlzegéometry or a property
of the geometry, such as color, stiffness, or location. €@quently, the scene graph
stores information about the geometry of the object, itseapgnce, its behavior
(procedures that can change the geometry and/or the appearithe object), and
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its force field properties (gravity, magnetic field magnéudn haptic rendering, the
scene graph also contains the haptic material propertieb,as stiffness, damping,
and friction, and bounding volumes that surround the geoeseih each node.

The scene graph maintains the state of the 3D environmenyamstant in time.
It changes whenever necessary to reflect the current sttte wirtual world. Such
changes may be a result of user interaction or based on dighetior. Any opera-
tion applied to a given node will affect all of its childrerh& method of graphically
and haptically displaying the scene graph is to traversé&d¢iaein a predefined man-
ner, thus displaying the geometric primitives based orr gcified properties.

5.4 Collision Detection Techniques and Bounding Volumes

In 3-DOF haptic rendering algorithms, a user’s avatar isaggnted as a point in the
3 dimensional space. This avatar is called the Haptic laterPoint (HIP). Gener-
ally, a collision occurs when the HIP hits the surface of &l object. However, in
a discrete system such as a virtual environment, the HIRipo$s sampled between
specific time intervals, so the HIP might penetrate the digjsarface in error. This
is described in Figure 5.3(a), where the black dot represtiet HIP, and,_; and
tn depict times at thén — 1)™" and (n)'" samples respectively. In the early stages
of haptic rendering algorithm development, a techniquéedaVector Field Meth-
ods was used [246]. To use this technique, the internal velafra virtual object
was divided into sub-volumes associated with the penetrsiieface to test if the
HIP was inside the object. However, this method has provéfitult in calculat-
ing the proper forces exerted, and it only works for simplergetries because the
sub-volumes need to be constructed by hand. In order to dkeik difficulties,
a line segment representing an approximate path that théatws between the
(n—1)™" and (n)™" sampling times, as depicted in Figure 5.3(b), is considé@red
the collision detection algorithm. By doing this, the expracess to construct the
internal volume is avoided, and the collided surface ancctiision point can be
identified inherently.

® HIP
———— Path of HIP
th- to-
" " Collision
L Outside .\ o point
Surface . <
° Inside »
tn tn
(a) Collision is not detected (b) Collision is detected

Fig. 5.3: The collision detection between an object’s stgfand the line segment
connecting the previous HIP and the current HIP positions
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It takes considerable time, compared to the high updateegtérement for hap-
tic rendering (1 kHz or 1 msec.), to test for the collision dine segment with all
the polygons in the virtual environment. It is even more ticoasuming when the
complexity of the virtual object increases.

One technique for accelerating the collision detectiorress uses bounding vol-
umes. The primary goal of using the bounding volumes is tdagttrejection tests.
In the bounding volume intersection test, simple primiiage used as bounding
volumes for complex-shaped objects. If the bounding volmietwo objects do
not intersect, then the objects do not. If they do intersinen further testing is
required. The bounding volume approach uses the cheap sttisection colli-
sion test. An example of this kind of volume bounding techeids called the Axis
Aligned Bounded Box (AABB) technique [135]. The overlapttasing AABB is
far less expensive than the line segment-polygon intécsetest.

When using a primitive as a bounding volume, three things tneisionsidered:

e How well does the bounding volume fit with the underlying gebiy?
e What is the cost in updating the bounding volume if the objgchoving?
e What is the cost of the bounding volume intersection test?

To explain the effects of the bounding volume geometry, wi discuss four
implementations of bounding volumes, namely the spheneme] AABB, the Ori-
ented Bounding Box (OBB), and a more complicated OBB impletaigon, all of
which are shown in Figure 5.4.

The sphere volume method uses a sphere bounding volume ¢onpass the
target geometry. The sphere can contain a lot of unoccupigcks so many bound-
ing volumes could overlap while their geometry inside doefs This increases the
number of unnecessary collision tests on the internal ge@seFurthermore, as
the object moves, the bounding volume needs to be updatede Wils is trivial in
the case of the sphere, the OBB update depends on the motiba object. If the
motion is rigid (rotation and translation only), the trasrshation must simply be
applied to the bounding volume as well. If, on the other hane,geometry is de-
forming, the update is far more complex. In addition, ovetizsting for the sphere
and AABB methods is relatively simple when compared to théBdfethod. From
these examples, one can see that there is always a tradeeddrethe quality of the
fit, the cost of updating, and the cost of intersecting a gh@mding volume. Find-
ing an optimal balance between certain types of boundingmek is an ongoing
topic for debate and research.

These bounding volumes can also have a hierarchy in a scepk.gk bounding
volume at a node can surround its own geometry as well as theeteies of its
child nodes. By having a hierarchy, the line segment is fastietd with the bounding
volume of the root node and then traverses to the boundingn@lof a leaf node.
If there is a collision with the last bounding volume, cabis is tested with the
geometry in that leaf node.
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Decreasing cost of overlap tests and bounding volume update

Fig. 5.4: (a) Sphere volume, (b) Axis Aligned Bounding BoxQriented Bounding
Box, (d) More complex OBB

5.5 Penetration Depth (Penalty-Based Approach) and Collisn
Response

Once a collision is detected, force-response algoritheg@ggered, and interaction
forces between the avatar and virtual object are computed.t® the mechanical
compliance of haptic interfaces and the discrete sampfititgedHIP, the avatar often
penetrates the virtual object and maintains the penetraipth during continuous
touching. In the force response calculation, the restdidnge is calculated using
the penetration depth, which is the distance from the HIFh&odlosest surface,
based on Hooke’s Law. This is commonly known as the penalsed method.

5.5.1 Proxy-Based Approach

The penalty-based method (also called the penetratiorndepthod) has two is-
sues. First, the force abruptly changes at the edge of tlyg@ol surface when an
adjacent surface is connected with a significant anglerdiffee. For example, as
shown in Figure 5.5(a), while the HIP moves from a given pasiat timet,_» to-
wards a new position a tintg_1, the closest surface is surface A. The resultant force
is upward, and a user can feel surface A as expected, howdven the HIP goes
closer to surface B, it becomes the closest surface, anatbe €lirection changes
significantly so that the user feels like they are being puttethe right side. Sec-
ondly, when a user touches a thin object from a given positag », and the HIP
penetrates the surface Afat1, as shown in Figure 5.5(b), they feel the reaction
force pushing towards the outside of surface A, which is tbeest surface to the
HIP. While the user continues to explore surface A, they magsthe middle line
of the two surfaces and cause the closest surface to abhgattyne surface B. As
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a result, the user HIP is forced out of the thin object, butmn dpposite side of
the object. Also, if the object is too thin, the user might jgs through it without
feeling any surface at all.

I
|
[ ] tn-4|
I
I
(a) Abrupt force direction (b) Going through a thin
change at edge object

Fig. 5.5: Two noticeable defects in the penalty-based nueftiee black dot repre-
sents the HIP)

Those errors described in Figure 5.5 are induced due to ttetat the HIP
cannot be prevented from penetrating surfaces. In thiseggna proxy-based
method was introduced and became an essential concept fic hepdering al-
gorithms [410, 320]. A proxy, also called a god-object, is@aal HIP that has no
mass. The proxy cannot penetrate any surfaces and is cedrtedhe HIP with an
ideal spring that can elongate from 0 to infinite. In free gpdloe proxy coincides
with the HIP. When the HIP penetrates a surface, the proxidesliwith the surface
without penetrating and continues sliding to the closesttjpm that minimizes the
potential energy in the spring. At the same time, the stiffnef the ideal spring
becomes the stiffness of the surface that the proxy is inaobmtith. The restoring
force is calculated based on Hook’s Law, using the distapteden the HIP and the
proxy. Therefore, determining the proxy position can besgdered the same as the
process of calculating the force response. For exampleneheHIP penetrates a
surface, as shown in Figure 5.6(a), the proxy is at locatfaheoHIP at the previous
sampling time (i), but it moves towards the HIP due to thelidpaing, and ends up
colliding with the surface. This collision position (ii) mde obtained by testing for
a collision between the surface and a line segment (repexséy a dashed line in
the figure) that connects the previous proxy to the curre® HAfter the collision,
the collided surface is set as the active surface, and the/ simles to the position
on that surface that is closest to the current HIP (iii). Tlosest position can be cal-
culated by projecting the current HIP onto the plane of thvasurface. The final
resultant force can be obtained by setting a spring with thieeasurface’s stiffness
coefficient. As the HIP moves over the next time interval, shme process is per-
formed, and the proxy position is updated to position (ifrigure 5.6(b). However,
when the current HIP goes over perpendicular boundaridsecdittive surface, the
proxy can float in the air or go through an adjacent surfacgjltieg in distorted
forces.
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® @ Current proxy

(a) At time, tyq (b) At time, t,

Fig. 5.6: Updating the proxy position after a collision orzu

In the case of a convex portion, as shown in Figure 5.7(apttey moves from
(i) to (ii), where (ii) is the closest position to the currddl® on the plane of the
active surface A. However, the resultant proxy positior@ated beyond the active
surface and is floating in the air. This may induce a smalbdigin but is almost
imperceptible considering the small time period and théadise traversed during
the haptic rendering process. Nevertheless, this distodan be easily removed
by repeating the collision detection process until themoigollision with any sur-
faces other than the active one. For example, as shown imd=tgi(b), the proxy
slides from (iii) to (iv), and another collision detectiaperformed where the adja-
cent surface B becomes active. Finally, the correct proxjtiom is obtained at (v).
However, these additional collision detection process@sncake the whole haptic
rendering process slow, especially in the case of very gooéfgons when the HIP
passes many surfaces in one haptic rendering loop. Caollts#tection is the most
time consuming factor, and collisions need to be examineglaah surface that the
proxy passes by.

When touching a concave portion of an object composed of zesfA and B,
as shown in Figure 5.7(c), the proxy slides from (i) to thesekt point on the plane
of the active surface A to the HIP (ii). However, since suef&cis not considered,
the proxy at (ii) has already penetrated the neighborinfasarB and is inside the
object. This problem can be fixed by testing for collisionsA@en the neighboring
surface and the line segment connecting the previous piidxsr(d the new candi-
date proxy (iv), as illustrated in Figure 5.7(d). As a resthie line segment collides
with the neighboring surface B, which becomes an activeaserfNote that surface
Ais still active because the line segment between the HIRtadew proxy collides
with surface A. This additional process needs to be itenagitlall neighboring sur-
faces are examined. Since the new proxy can be in contactwétty neighboring
surfaces, there could be more than one active surface inaaeermportion of a 3D
object.
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(a) Floating proxy at convex portion (b) Iterate one more collision detection

Active
surface

(d) Iterate one more collision detection

(¢) Penetrating at concave portion between the proxy path and adjacent surfaces

Fig. 5.7: Failed collision detection at a concave portiom afrtual object (a), dis-
torted proxy position at a convex portion of a virtual objéxt and their solutions
(b and d)

5.5.2 Local Neighbor Search

A local neighborhood search (LNS) can help reduce the nuiesllision detec-
tions by sacrificing more memory storage [168]. In the LNShodt a virtual object
is considered as consisting of primitives such as vertedges, and polygons. Each
primitive includes both its own geometric information adivas the information of
neighboring primitives. For instance, when considerimgngular meshes, a vertex
has information for that point, but additionally includesghboring edge and poly-
gon information. For example, in Figure 5.8(a), the vertdatimation also contains
the 5 neighboring edges, each represented with a thickdime the 5 neighboring
triangles filled with different patterns. An edge has its dime information, but
also includes information on the two neighboring verticgsresented by dots, and
the two neighboring triangles (Figure 5.8(b)). A triangbed has its own surface
information and includes three neighboring edges and thegies (Figure 5.8(c)).
Through preprocessing, all the neighborhood informat@retich primitive can be
obtained and stored within the geometric representation.
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(a) Vertex (b) Edge (c) Polygon

Fig. 5.8: Primitives (vertices, edges, and polygons) ciimgj of 3D virtual objects
and their neighboring primitives

Figure 5.9 illustrates the LNS procedure in 2D space forezagimprehension.
The LNS method starts with collision detection. When thera ©llision with a
polygon, that polygon becomes active and the collision fpsiistored. The active
polygon is indicated with a hollow arrow in Figure 5.9. Wheeea primitive is
made active, the method compares distances for the neighhmimitives to find
the one that is closest to the HIP. If the current active giuais further than one of
neighboring primitives, the active primitive is replacegdthe new closest primitive,
and the proxy position is set to the point on the new activajpixie that is closest to
the HIP. For example, in Figure 5.9(a), the active edge hasgighboring vertices.
The right side vertex is closest to the HIP, so it will be seivac This process
of checking neighboring primitives is repeated until therent active primitive is
the closest one to the HIP. As shown in Figure 5.9(a) to (&) atttive primitive is
repeatedly updated to the closer primitives. Finally, iguyfe 5.9(e), the current
active primitive is closer to the HIP than any other neiglipprimitives, and the
final proxy position is determined on the current active jitiira unless the HIP is
outside of the geometry. The final restoring force is cakedaf the HIP is inside
the geometry.

% Active primitive
/ Closest neighboring primitive

fﬁfﬁ’f?ﬁﬁy

Fig. 5.9: An example of the local neighborhood search in 2D
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5.5.3 Local Neighbor Search on Vertices

This neighborhood search can be accelerated by restrittingosition of the proxy

to vertices only [386]. For this method, preprocessing @mgonducted to build up
neighborhood information. In the first stage, the collidadeace is set active, and
the vertex from that active surface that is closest to thethéi€omes the start point,
as shown in Figure 5.10(a). Instead of checking the distimoe each neighboring
vertex to the HIP, edge gradients are compared. The edgégtaddicates how

fast the proxy approaches the HIP on the neighboring edgés.chlculated by

performing the dot productdetween two values:

e the normalized edge vectors from the active vertex to neighb vertices and
e the normalized vector from the HIP to the active vertex

By choosing the vertex that corresponds to the smallest gdgkent, the fastest
route from the proxy towards the HIP can be obtained. For @anin Fig-
ure 5.10(c), the active vertex is indicated by the hollowowarrand the right side
edge is selected as a path because it decreases the distanddé proxy to the
HIP the fastest. Once the edge with the smallest gradiehioisem, the vertex at the
other end on the edge is set active. After selecting the rextéx as a hew proxy
position, it is checked whether the proxy will exit the oltjec move onto another
vertex. This can be done by calculating the dot product ofstimdace normal of
neighboring vertices and the vector from the vertex to the. th other words, it
checks if the vector connecting the proxy to the HIP collidéth neighboring sur-
faces around the active vertex. If there is no collision wigighboring surfaces, the
proxy goes into free space, and the collision detectionge®ds resumed based on
the updated proxy position.

For example, in Figure 5.10(b), the proxy is located on th@wertex, but the
vector from the proxy to the HIP does not collide with the idigring surfaces. It
points outwards so the proxy goes into free space. The ioollidetection is per-
formed, another collided surface is then selected as aenetthe closest vertex is
consecutively set active as depicted in Figure 5.10(blndfe is a collision between
the vector from the proxy to the HIP and any neighboring sue$a as shown in
Figure 5.10(c), edge gradients are examined again, angrihigss is repeated un-
til neighboring edges cannot decrease the distance betihhegaroxy and the HIP,
or the next candidate vertex is more distant from the HIPalRinthe distances of
the last active edge and adjacent surfaces to the HIP areazethand the closest
primitive is selected to determine the current proxy positn it.

For example, in Figure 5.10(d), the right side edge decsetse distance be-
tween the proxy and the HIP faster, and thus is selected s acbnsequently, the
right side vertex is set active. However, the previous wede&loser than the newly
chosen one, so the new proxy position is determined by campés distance to
the HIP on the edge between the two vertices and on the adjsicdaces.

1 dot product: is an algebraic operation that takes two elnagth sequences of numbers (usually
coordinate vectors) and returns a single number obtained byphyirig corresponding entries and
adding up those products. source: Wikipedia
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ﬂ Active polygon or vertex
/ The edge with smaller gradient

W@l

()

Fig. 5.10: An example of local neighborhood search on vestin 2D

5.5.4 Local Neighbor Search on Correct Path

The main goal of the two previously described neighborhaatch algorithms is
to find the new proxy position closest to the HIP on the suréd@evirtual object as
fast as possible. These two algorithms do not consider ttieqishe proxy between
the original and new proxy positions. Figure 5.11(a) andsfimw the two resultant
paths using the above described algorithms on a flat objedgruvhich the HIP is
positioned. Although the new proxy positions obtained hessame, the proxy paths
during the calculation are different from the ideal pathidesl in Figure 5.11(c).
This does not affect the restoring force when there is ncefeftect on the surface,
such as friction, however, when friction is a factor, thedimect paths can lead to a
wrong resultant force direction.

(a) Neighbor search - primitives (b) Neighbor search ? only vertices (c) Correct path

Fig. 5.11: Proxy paths on the flat surface, which are cormdbédtained by neighbor
search algorithms (Top view and side view)
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As an example, when a friction cone algorithm (a generalmethod to compute
friction forces on a simulated haptic object [254]) is apglfor friction calculation,
the proxy starts to move from the previous position towahgsHIP and stops due
to friction at the boundary of the friction cone’s projecteitcle. A detailed ex-
planation can be found in [148, 254]. In Figure 5.12(a), thexp moves on the
primitives that are successively closer to the HIP thantakoneighbouring primi-
tives, but at the last stage the proxy stops on the edge ofrtieqed friction cone,
and the resultant force is calculated based on this proxitimesThe neighbour
search on vertices calculates a different proxy path antffexeint resultant force, as
shown in Figure 5.12(b). However, the correct draggingifritforce on the flat sur-
face should have an opposite direction to the hand movemwéith approximately
points from the HIP towards the previous proxy position.sldvrrect friction force
can be calculated by obtaining the correct (ideal) proxy pathen the path is cor-
rect, the proxy stops at the friction cone with a resultantémpposite to the user’s
movement, as shown in Figure 5.12(c).

S0\ A58 AL
A A8 4

(a) Neighbor search - primitives (b) Neighbor search - only vertices (c) Correct force

Fig. 5.12: The resultant proxy positions based on the &nicttone algorithm for
each proxy path

5.5.5 Triangular Mesh Modeling

In order to overcome the above-mentioned problem, the beighsearch algorithm
can be modified to obtain a correct proxy path [67]. The exqtian of the algo-
rithm is based on a triangular mesh representation. In dodeimplify the haptic
rendering process, three types of primitives are definedANGLE, EDGE and
VERTEX. As before, each primitive contains its geometriformation as well as
each neighbour primitive’s information. The TRIANGLE hasde vertices and two
normal vectors of opposite directions as geometric infdionaand three EDGESs as
neighbours. An EDGE'’s information has two vertices and tiRIANGLEs. And
finally, a VERTEX’s information has a vertex and a certain tv@mof EDGESs that
share this vertex as an end point.

The core of this algorithm is to search for a new proxy logativat minimizes
the distance to the HIP and eventually finds the shortestglatiy the proxy traces
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to the new proxy location. The algorithm starts when a doltiss detected between
a triangle of an object and the line segment that connectsitReand the proxy.

Consequently, the proxy is moved onto the obstructing gteat the collided posi-
tion, and the current triangle is set to an active primitis@a RIANGLE.

Once a primitive is marked active, the neighbourhood seagtrithm is started.
The first procedure is to determine whether the proxy will g ifree space or
not. In order to avoid redundant, overlapping computattbis procedure is per-
formed only at the TRIANGLE. This means that the proxy carnyayo into free
space through a TRIANGLE. Then, the algorithm computes tralidate of the
new proxy location. If the candidate location is not on thienitive and goes over
any neighbour, the active primitive is updated to the nedginkprimitive, and the
proxy will be located on the updated primitive at the codlisiposition. If the can-
didate location is on the primitive, it becomes a new proxgat®mn in local min-
imum. These processes are repeated until the proxy locatiobtained at a local
minimum. Figure 5.13 depicts a complete flow chart outliniihg algorithm. The
detailed procedure on each primitive is followed.

goal = measured from device
proxy = lastProxy

The proxy was on any

arimitive in last haptic loop primitive = lastPrimitive

No ¢
Yes primitive = contacted T No
Collision with triangles ? TRIANGLE primitive
_ ; RIANGLE?
proxy = the contacted point

No

proxy = goal

Yes

ollision wit
TRIANGLE?
Yes

Compute candidate proxy by
projecting goal on the primitive

Yes Candidate proxy
is on primitive
No
A 4
return proxy Primitive = collided neighbor primitive | |
< ) proxy = the contacted point

Fig. 5.13: Complete flow chart of neighbour search on corpatt

proxy = candidate proxy
< lastPrimitive = primitive
lastProxy = proxy

At the TRIANGLE, whether the proxy goes into free space orisachecked by
computing the dot product between the vector from the proxthé goal and the
normal of the TRIANGLE. If it is larger than zero, the proxyegointo free space,
and the collision detection is performed again. When a colliss detected, a can-
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didate proxy location is determined by projecting the HIRfmplane that includes
TRIANGLE. If the candidate proxy location is inside TRIANGEL. it becomes the
new proxy location in local minimum as shown Figure 5.14Ctherwise, the proxy
should eventually stop on an EDGE that the proxy path cdligih, as shown in
Figure 5.14(b). This procedure is performed by checkingcthibsion between the
line segment PC, and each of the three neighbour EDGEs. Tlidiregp EDGE is
set to active.

Active
TRIANG

(@]

P C: candidate proxy

e SR

G

@

(a) Candidate proxy on TRIANGLE (b) Candidate proxy outside TRIANGLE and transition to EDGE

Fig. 5.14: Updating candidate proxy and transition on TRGNE

At an EDGE, the proxy can go onto one of four neighbours, twoéANGLES
and two VERTEXSs. First, a check is performed to evaluateefphoxy can go on
the TRIANGLEs. Each EDGE has two normal vectors, m1 and m&hasvn in
Figure 5.15(a). They point towards each neighbouring TREA that is perpen-
dicular to the EDGE and aligned in opposite direction. Ineoritd determine which
TRIANGLE decreases the distance from the proxy to the HIP faster rate, the
dot products (distance gradients) of the normals and thealared vectors from
the HIP to the proxy are compared. The TRIANGLE that has thallemgradient
is set as active.

Figure 5.15(b) shows that if the two gradients are posiiivis, recognized that
two TRIANGLES cannot decrease the distance, so the prodgshlong the EDGE.
The candidate proxy location is obtained by projecting tbhal gnto the line that
goes through the EDGE. If the candidate is on the EDGE, thdidate location
becomes a new proxy location in local minimum. Otherwise MERTEX to which
the candidate moves will be active, and the proxy becomegHRTEX.

At a VERTEX, the distance gradients for each EDGE that has/#HRTEX as
an end point are compared using the previous neighbourheardisalgorithm. The
EDGE that has the smallest gradient becomes active, as shdvigure 5.16(a). If
all gradients are positive, the point of the VERTEX becomesw proxy location
in local minimum, as shown in Figure 5.16(b).
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Active
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(b) EDGE to VERTEX

Fig. 5.15: Updating candidate proxy and transition on TRGNE and VERTEX
on EDGE

Active EDGE

(a) VERTEX to EDGE (b) New proxy on VERTEX

Fig. 5.16: Updating candidate proxy and transition on EDG& @n VERTEX

5.6 Haptic Rendering of Surface Properties

The previous subsections dealt with how interaction forcass present macro-
geometric object information such as shape. This subsertios focuses on micro-
geometric details that act as obstructions when two swsfslide against each other
and generate forces tangential to the surface and oppogfie tnotion. We present
several algorithms that can render virtual objects’ hatx¢ures and friction prop-
erties. Initial efforts used simple empirical models aselsafor simple frictional
models with 3-DOF [410, 320].
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Over time, researchers from outside the haptic communitgldped many mod-
els to render friction with higher accuracy. Some exampieslae Karnopp model
for modeling stick-slip friction, the Bristle model, andetmeset integrator model.
Since there is always a trade-off between accuracy and,delégh is a critical fac-
tor for real-time applications, researchers worked to ligveven more accurate al-
gorithms for friction. For example, Hayward and Armstrongréduced a time-free,
drift-free, multi-dimensional model of friction [151]. Ehcomputational friction
model provides several advantages, including autonomgdoruniform sampling,
robustness to noise, and extensibility to 2D and 3D motions.

As for texture rendering, researchers have proposed mahyitpies for ren-
dering forces to replicate texture, many of which are iregpifrom techniques in
computer graphics. In computer graphics, realistic textarachieved by project-
ing a bitmap image onto the rendered surfaces. The same cdoneehaptically.
The work in [260] proposed haptic texture mapping for 2D esemvhich was later
extended in [320] to 3D scenes.

Moreover, mathematical functions have also been used aiecs/nthetic pat-
terns. For instance, Basdogan et al. [28] and Costa and €kyt§87] investigated
the use of fractals for modeling natural textures. They $eclion the display of
roughness using models that produce surface profiles fabehlly two parameters:
root mean square amplitude and fractal dimension. The peteoughness is re-
lated to variations in these two parameters when intergetith the surfaces via a
haptic display. Other work has examined the use of stoechawtthods for texture
display [349]. In this work, the surface contact force isa@aposed into traditional,
rigid body contact normal (constraint) and lateral (foct] components.

5.7 Haptic Rendering for Other Representation Methods

Polygon-based representation does not provide any infesmabout the internal
volume of a virtual object. This knowledge is very importamapplications such
as medical simulations. An example would be the simulatioananteractive cut-
ting operation for a human organ or for skin with bone undatimeln such cases,
volumetric representations (such as voxels) can be useaxal-based object is
represented as a 3D rectilinear array of volume elemenlisdcabxels, each speci-
fying a large number of physical properties such as dersiffness, and viscosity.
Although each voxel does not have surface property infdonatisers can feel a
gradient force that is obtained from the intensity valuesdia mathematical func-
tions [328, 20]. A proxy-based algorithm was also introdlite enable a user to
touch the surface of the voxel model [184]. In the contextatbdepresentation in
voxel-based models, the haptic information is containeeaoh voxel, along with
the intensity values. In some research, each voxel has itssurface properties
directly beside the intensity values [252]. More detailsw@hvolumetric represen-
tation can be found in [203, 218]. Its challenges includegaificant degradation in
haptic rendering accuracy and memory inefficiency [14].
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Implicit representation uses geometric primitives (speecones, cylinders, etc.)
that are defined through mathematical expressions and wedapmund geomet-
ric models for force rendering [203]. The haptic properaes implicitly assigned
to the surfaces. Implicit representation provides sevadahntages [14]. First, it
enables faster and easier collision detection becausepdespuint inclusion func-
tion can be used to calculate collisions between objectspaintts in space. Sec-
ond, the tangent to a surface can be easily calculated i toddisplay surface
properties. Finally, several arithmetic operations, sagladdition, subtraction, and
concatenation, can be applied to make more complex objgcise details about
implicit surface representations for haptic rendering lbafound in [328]. With all
of these advantages, there still remains the issue of digtigmvhich point on the
surface should be used to model the collision interactiooe® In real-time sce-
narios, where quick-and-dirty rendering is required, espntation methodologies
such as the Non-Uniform Rational B-Spline (NURBS) ar&&zBr patch have been
widely used [372]. NURBS surfaces, typically used in graphhave the advantage
of compactness, embedded smoothness, and exact computhsorface tangents
and normals [371]. The NURBS representation for haptic @riigs is the same
as for implicit surfaces. Due to their computational efiidies, these representa-
tion methods are widely used in deformable body simulatisash as sculpturing
and surgery training [203, 122]. However, these methods pavblems describing
sharp edges when compared to the polygon-based method.

Implicit and NURBS representations are restricted in theg because of their
limitations in describing complex objects. The most commepresentation meth-
ods are polygon-based for general purposes and voxel-fassgecific medical
simulations. However, these representation methods drsuitable for broadcast-
ing or multicasting in multimedia systems where multimetbatents are instantly
available because downloading massive quantities of @ddstsignificant time.
Consequently, the depth image-based representation (Difich was originally
proposed in [183], can be used in these cases. DIBR uses tagesrfor each video
frame: the RGB image and the depth image. Several advaraégsig DIBR have
been pinpointed in [225]. First, existing methods of imagecpssing and compres-
sion can be applied to DIBR due to its simple and regular &irec Second, real
world objects and scenes can be rendered without the needlfiens of polygons
and expensive computations. Finally, the rendering timeaias constant and inde-
pendent from the complexity of the scene since it is propoét to the number of
pixels of the captured images. Cha et al. [70] adopted tipieszntation to enable
viewers to touch a 3D video scene. However, since DIBR diccontain any haptic
information, it could not provide arich interaction forazfing. In addition, the hap-
tic rendering algorithm did not support haptic texture renirtg. They later adapted
their approach to incorporate haptic surface propertiess IMBR, and eventually
introduced Depth Image-Based Haptic Rendering (DIBHR)ajtic rendering al-
gorithm that supports haptic texture rendering [68].
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5.8 Haptic Rendering of More Than 3-DOF

Although the 3-DOF point-based interaction paradigm hawiged a convenient
tool-based interaction that allows users to grab a toopsti@nd-effector and inter-
act with a virtual environment with a tool-tip, natural anektrous interaction, like
that which we experience in real life, is lacking. One of therpising interaction
paradigms is 6-DOF tool-based haptic interaction, whichdéases torque capabili-
ties to 3-DOF. While the 3-DOF haptic rendering allows a ptonnteract with an
object and provide axial reaction forces only, 6-DOF leadstject-object interac-
tions that present reaction forces and torque at the sareeltrf252], a voxel-based
representation of a complex environment of static rigiceot§ was used to imple-
ment a 6-DOF interaction. This approach uses short-ramge f@lds surrounding
the static objects. The force fields repel the manipulatgelodito try and maintain
a voxel-scale minimum separation distance that prevetst sxirface interpenetra-
tion. This model is suitable for applications that can talervoxel-scale minimum
separation distances, such as assembly task simulations.

In addition, the haptic display of complex object-objedenactions has been
simulated and demonstrated in [276]. In this work, a m@8alution hierarchy is
constructed and used as a bounding volume hierarchy fordiitieal contact force
computation in haptic rendering.

Another algorithm for the haptic display of moderately cdexpolygonal mod-
els using a 6-DOF force feedback device is presented in [T4@ solution uses in-
cremental algorithms to determine when there is contavtdmt convex primitives.
This contact information is then used to calculate the regjdorces and torques,
and thereby generate a sense of virtual touch. To speed womthgutation, several
concepts, such as geometric locality, temporal coherearce predictive methods
are exploited.

Another haptic rendering algorithm for arbitrary polygbmendels using 6-DOF
haptic interfaces is described in [194]. This approach fthédocal minimum dis-
tances between polygonal models using spatialized norama hierarchies [195].
The haptic rendering process computes forces and torquéseomoving model
based on these local minimum distances. To provide highgtichiateraction rates
on more complex scenes, Johnson et al. [194] propose a giebath for local
minimum distances to provide repulsive forces between isodbe global search
continuously adds and deletes local minimum distance paétsare being updated
by the local search.

Another way to provide more dexterity is to consider eachdiras an interaction
point. This can allow actions such as pinching and grabldagbagli et al. [24]
simulated a 4-DOF interaction through soft-finger contimobrder to simulate a soft
finger contact, a 4-DOF proxy was used. Three of these degféeedom describe
the position of the contact point when touching a virtualeahj while the fourth
variable describes the relative angular motion betweeriwoesoft finger avatars
and a virtual object. Harwin and Melder applied their 3-D@€gtfon cone algorithm
for two fingers independently [148]. In other words, they giynperformed the 3-
DOF haptic rendering algorithm for each point. In their systusers fit each of their
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two fingers to 3-DOF haptic devices and interact with virtlgjects. By doing this,
the user can grab and move objects.

5.9 Control Methods for Haptic Systems

Force response algorithms compute the ideal interactiarefobetween the haptic
interface avatar and the virtual environment. The force&ce value, often called
the desired impedance, cannot be directly applied to thediszto many haptic
device technology limitations. First, since haptic inkeds can only exert forces
with a limited magnitude, and not equally in all directiofisrce saturation must
be avoided as it would lead to discontinuous applicatiomotds to the user, and
eventually, instability. Second, haptic devices are nealdorce transformers. The
friction, inertia, and backlash present in most haptic deviprevent ideal perfor-
mance. Third, the discrete-time nature of haptic-rendesigorithms is considered
the major challenge that prevents continuous user opardtioally, haptic device
position sensors have a finite resolution, so determiniagtimtact points and time
always results in quantization errors. In consideringéHasitations, control algo-
rithms must command the haptic device in such a way that theymze the error
between ideal and applicable forces.

A brief description of control architectures used in hagtistems has been pre-
sented in [129]. The objectives are to provide the kinegtleenstraint of the virtual
environment and to improve the transparency of the deviaiebyeasing the inertia
felt by the user in unconstrained movement. Essentialdgealarchitectures compute
the transfer function that relates the force exerted by #ee to the displacement of
the haptic interface. The classification of these stragagimade in accordance with
the interface inertia and the compensation method, andisrsim Figure 5.17.

Control Algorithms

T

Impedance Interaction Admittance Interaction
Open-loop Compensation
Feed forward Positive Feedback Hybrid

Fig. 5.17: Classification of control algorithms
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5.9.1 Impedance Control Architecture

This method is the most widespread architecture for hapterfaces with small
inertia and is usually referred to as the impedance contablitecture. The contact
forces are computed using impedance causality and areedst@ negative feed-
back. The total impedance felt by the user is the sum of thesuaen dynamics,
the interface impedance, and the environmental impeddrig.configuration has
been deeply analyzed in order to control the amount of ekeeesergy the system
generates and to maintain stability. Some passivity carditand experimental sta-
bility results can be found in [80, 83, 55, 97, 259, 130, 1Z8]s concept is depicted
in Figure 5.18, where X represents the rendered positiorFacatresponds to the
force read by the haptic device.

ser 3 nment

Fig. 5.18: Impedance control architecture

5.9.2 Feed-Forward Impedance Control Architecture

This strategy has been developed to compensate for the dybaimavior of mod-

erate inertia interfaces while maintaining the impedanteraction. The inertia felt
by the user can be decreased by including a force feed-fdrikiat helps the oper-
ator move the interface. The inertia could be arbitrarilgueed by simply setting
the force gain as large as possible. However, this can makasytem unstable
since the force sensor represents a source of instabiltresther drawback is that
the force sensor is an expensive device. Many of these #igwsiare described in
[62, 37, 34, 77, 120].

5.9.3 Positive Feedback Impedance Control Architecture

Another way to decrease the inertia of the mechanical iteris to include positive
motion feedback. To cancel the dynamics of the mechanicatelethe compensa-
tion transfer function should be equal to the mechanicailcgempedance. This re-
quires a good knowledge of the dynamic behavior of the iatexrf The major benefit
of this strategy is that no force sensor is required; theegfbis possible to obtain a
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simpler and cheaper final implementation. However, staititién cannot be com-
pensated for because no change in force can occur witholgurieg a change in
motion. Several algorithms based on this approach are pegpio [62, 37, 80].

5.9.4 Hybrid Compensation Impedance Control Architecture

The hybrid compensation strategy combines the benefitedétd-forward and the
positive feedback compensation methods. The best of botlisvoan be attained
by including forces yielded by the two methods in the samerétlyn. Some of the
algorithms that use this approach can be found in [37, 380].

5.9.5 Admittance Control Architecture

Admittance compensation includes a position controllat thakes the system fol-
low a trajectory imposed by a certain desired dynamic andpeded in an admit-
tance manner. This can be achieved by replacing the dynafries interface expe-
rienced by the user with the desired dynamics. The positiotroller is responsible
for the movement of the device in unconstrained motion. @nihitecture has been
used by Carignan and Cleary [62] and is referred to as “adnu# control with
position feedback”. This concept is depicted in Figure 5vil®ere X represents the
sampled position and F corresponds to the rendered Force.

F +
+
° al
ser = nment
4x - L ]

Fig. 5.19: Admittance control architecture

5.9.6 Position Feedback Admittance Control Architecture

In this architecture, the behavior of the virtual enviromtis introduced as admit-
tance (also called the admittance display). If there is nto&l contact, the dynamics
of the environment are replaced by desired dynamics in f@eesment. If, however,

the controller gain is sufficiently large compared to theiemmental impedance,
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the dynamics of the mechanical device is cancelled. Thigegly has been used by
different researchers, such as [10, 11, 228, 229, 381].

Some strengths and weaknesses of the various control thigariare listed in
Table 5.1. When comparing these approaches, several otisesvshould be noted.
On one hand, the impedance-based approach with force feledbaws the most
promise when stability can be maintained [62]. Furthermtre impedance error
is inversely proportional to the level of force feedbackdysehich in turn, is lim-
ited by the system’s stability. On the other hand, admigacantrol offers more
immunity to instabilities due to its filtering effect on therée signal. Additionally,
the disturbance rejection properties are attractive. dbeg, it cannot be concluded
that one control approach is clearly superior; the HAVE mapilon and the charac-
teristics of the haptic device determine the choice.

Table 5.1: A summary of control algorithms used with forcedieack devices

Advantages
irimplicity
“Aacuracy
all

Control Algorithm
Impedance Interaction

Summary

Contact forces are computed us
impedance causality and are restored
a negative feedback. Used with sn
inertia

Impedance interaction witinertia is decreased by including fo
feed-forward compensatigieed-forward to move the interface. Ug
with moderate inertia

Impedance interaction witlnertia is decreased using positive 1
positive feedback compejtion feedback. To ensure transparency;
sation compensation transfer function should
equal to the mechanical device impeda

eReduced devig
dynamics

-Accuracy
ndransparency
1Beability
{heexpensive

nce

Impedance interaction wi
hybrid compensation

mcludes the feed-forward compensat
and the positive feedback compensal
forces

iBtability
tidnansparency
-Accuracy

Impedance interaction wi
admittance compensation

mcludes a position controller that follo
a trajectory imposed by a certain desi
dynamic

vIransparency
réctcuracy

Admittance interaction ar

dThe behavior of the virtual environme

Flransparency

is introduced as admittance. Used for
vices with high levels of non-linear fri
tion and high gear ratios

d8tability
c-Extendibility
-Disturbance rejectio

compensation

5.10 Benchmarking Haptic Rendering Systems

Since the study of haptic rendering fidelity and realism issigiificant inter-
est, there has been increasing development of verificatioh validation algo-
rithms/techniques for haptic rendering systems. Howekege efforts are impeded
by two main challenges. Firstly, the vast majority of haglystems are fundamen-
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tally interactive, which prevents the consistent repraidncof results, and thus the
evaluation of a haptic system. Secondly, it is difficult tongare haptic data to real
data, as this requires applying identical forces to bothaed virtual objects. In this
section, we present current efforts to evaluate the pedoom of haptic rendering
systems.

5.10.1 Existing Techniques for Haptic Rendering System
Evaluation

Initially, general-purpose systems for validating the gibgl fidelity of haptic ren-
dering systems were introduced. For instance, an impeeaamed metric for evalu-
ating haptic devices was introduced in [80]. The authorsudised factors affecting
the dynamic range of haptic displays, such as the inherenpuha, the sensor reso-
lution, the sampling rate, and the velocity signal filtratiélso, Hayward and Ast-
ley defined a standard set of performance measures for éwgjueand comparing
physical haptic devices [153]. The proposed measuresdedhe peak force, peak
acceleration, and frequency dependent measurements, finesle metrics capture
basic performance characteristics of the hardware, bytdhly partially character-
ize the performance of the complete HAVE system.

In fact, the performance of the haptic interaction requaesounting for both
the device properties and the rendering techniques, whéthea hardware and the
software components of the haptic rendering system respbic{To accommodate
such requirements, Kirkpatrick and Douglas presented @taxy of haptic inter-
actions and proposed the evaluation of complete haptiesysbased on distinct
styles of haptic perception usage [209]. Other researchech as [117], evaluated
the effectiveness of specific haptic systems for particoiator training tasks. For
instance, the performance in [117] was measured in termgsifipn, shape, tim-
ing, and drift. Meanwhile, Guerraz et al. [141] proposed d@hodology to evaluate
a user’s behavior and the suitability of a device for a paltictask based on phys-
ical parameters coming directly from the device itself. ldoer, these metrics are
not general-purpose and do not address the realism of spaigjéirithms.

Raymaekers et al. [301] proposed an empirical method fduatiag haptic ren-
dering algorithms for correctness and performance. Thiatian procedure in-
cludes the collision detection algorithms and force germraechniques. A num-
ber of reference objects (convex and concave) are exploreadertain period. The
recorded samples are played back using another algoritiafrtha execution times,
the result of the collision step, the surface contact p@nt] the force vector are
compared.

In order to evaluate the realism of interaction, Ruffaldakt{319] proposed an
objective and deterministic procedure for haptic rendgafgorithm verification
and comparison. First, forces are collected from physicahs of real objects. Sec-
ond, polygonal models of these objects are created. Thifdreht haptic rendering
systems are used to interact with the models, and the foreeeeorded. And fi-
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nally, the haptic interaction results are compared to realdrinteractions. The au-
thors demonstrated the approach’s ability to quantitBtimesess haptic rendering
systems.

5.10.2 A Framework for Haptic Rendering Systems Evaluation

This subsection presents an evaluation and comparisorptitliandering systems.
We have developed a framework that addresses the need &mtigbj determinis-
tic, and possibly standard haptic system validation andieation. We conduct a
performance evaluation and analysis of existing haptidegng systems by chang-
ing the collision detection algorithm component. Severdkdtion algorithms (for
which implementations were available) are used to dematesthe ability of the
framework to evaluate the quality of the haptic renderirggpathm. The evaluated
algorithms are the linear programming based I-COLLIDE &thm, the polygonal-
based V-COLLIDE algorithm, the DEEP algorithm, and the SWAFBIgorithm (as
presented later in section 5.9.3).

The proposed framework strives to measure the correctmes®fliciency of
the rendering systems. First, the framework evaluatesehéering realism. This
is done by computing the errors between forces generated droactual physical
interaction and those computed using a specific haptic rerglsystem under test
conditions (comparing the haptic rendering algorithm attp reference “golden”
data that was captured from real physical interactions thighmodeled object) [7].
Second, this framework is capable of evaluating the haptidering system’s abil-
ity to detect collisions. To measure the collision detattapabilities, we use two
performance measures: the Collision Detection FalseiPesiCDFP) and the Col-
lision Detection False Negatives (CDFN). The CDFP occursmén collision is re-
ported by the haptic rendering system and there was no atilsion. A CDFN
is reported whenever a collision goes undetected. Findiey/,framework enables
performance evaluation of various haptic rendering systeyncomparing, for in-
stance, the time required for the processing of a predefieedfsnputs. In short,
it evaluates the speed of the haptic rendering system to atantipe force feedback
responses.

An overview of the performance evaluation pipeline is shawRigure 5.20. The
evaluation procedure comprises two steps: a pre-procgstge followed by a pro-
cessing stage. Since the haptic rendering system typiegjlyires two sources of in-
put, namely a geometric model of an object of interest anidtim@ positional data
collected from a haptic interface, such data must be pregarthe pre-processing
stage. The pre-processing stage includes constructingraegec model of a real-
world object — typically using a 3D scanner — and collectingeges of correlated
interaction forces and positions on the surface of thatabbjgth the user in the
loop. The interaction data is then split into “golden” pasiforientation data that
will be fed to the haptic rendering system and “golden” féimejue data that will
be used as reference patterns for the rendered forces#srqu
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In the processing stage, the geometric model and the pofsitientation data
are input to the haptic rendering system. The output of aibaphdering system
is typically a stream of forces that must be sent to the haptérface. A key goal
of this analysis is to compare the rendered forces to thewedt data. The closer
the rendered forces are to the real-world forces, the bitéehaptic rendering sys-
tem. Furthermore, the performance evaluation includesraiging position errors,
computation costs, and false positive/negative collisietection rates.

Pre-processing

<— Physical Objects
Objects Models Physical Interaction

Golden Position/ Golden Force/
Orientation Data Torque Data
Y Y Collision Detection
’ ‘ | Error
Haptic Rendering Performance Evaluation |
L— — .
Computation Cost

Fig. 5.20: Overview of the haptic rendering system evaturagiipeline

5.10.3 Performance Comparison

Many software libraries have been developed in computenseito solve the prob-
lem of collision detection. In this section, we present arfiative evaluation for a
representative set of collision detection toolkits. Thgoathms are representatives
of convex polytopes and polygonal algorithms. Non-polyajadgorithms are not
considered in this analysis for two main reasons: they ardeast used in haptic
applications and converting the models from polygonal te-polygonal represen-
tation results in a declination in the model quality, whidades any performance
evaluation.

In this section, we describe several algorithms used imtgaind demonstrating
the ability of the proposed framework for evaluating theliyyaf haptic rendering
algorithms. The considered algorithms are: V-COLLIDE,®{1.IDE, DEEP, and
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SWIFT++. We briefly summarize each algorithm, describe theesamental setup,
and discuss the performance results.

1. DEEP [208]: This algorithm represents penetration ddyked algorithms.
DEEP estimates the penetration depth and direction of tRewtienever a colli-
sion is detected between two overlapping convex polytopes.algorithm com-
putes a locally optimal solution by walking on the surfacéhef Minkowski sum
of the two polytopes. As described in [101], the penetratiepth is defined us-
ing the features on the configuration space obstacle (CSBEFDis designed
and implemented on top of the SWIFT++ and QHULL libraries grsion 1.0
has been used in the comparison analysis.

2. V-COLLIDE [177]: V-COLLIDE is designed for large enviraments and can
handle only triangular polygonal models. The algorithmomp when two ob-
jects collide by tracking the positions of the objects, taumllision is reported
to object precision. The algorithm uses temporal coherbeteeen successive
steps of a simulation to improve the performance of the dyaamnvironment
simulation. Since the algorithm does not report penetnadiepth, we have im-
plemented a simple force generation algorithm to estintegddrce response for
a collision; it is based on the force generation techniqueideed in section 5.4.
The experimentation has been conducted using version 2\0COLLIDE.

3. I-COLLIDE [79]: I-COLLIDE is a linear programming-basembllision detec-
tion algorithm. It is designed for interactive and exactisan detection in large
scale virtual environments, such as walkthrough scenartosalgorithm reports
the separation distance between objects by utilizing theahid Canny (LC) in-
cremental distance computation algorithm [226] and anrélgo to check for
collisions between multiple moving objects. I-COLLIDE naisl must be rep-
resented as convex polytopes, so a conversion from trianguésh to convex
polytope representation was necessary to experiment highatgorithm. The
method computes the closest feature pairs — based on Vargions — and cal-
culates the Euclidean distance between the features totdm#isions. In our
study, we have used version 1.3 of I-COLLIDE.

4. SWIFT++ [101]: This is a family of algorithms for the proxityquery of closed
and bounded polyhedral (polygonal) models. The libraryeskkes the following
queries: intersection detection, tolerance verificateact minimum distance,
approximate minimum distance, and disjoint contact deftgation. The library
uses a decomposer to break down the boundary of each pobyhedo convex
patches and creates a hierarchy of convex polytopes (cdnuesy. Eventually,
pairs of convex hulls are tested using the LC algorithm. SWH-Version 1.1
was used in our evaluation.

As for the testing data, we used the same data set as in [7jevtherauthors
developed a graphic model for a physical object (a duck) endrded physical in-
teraction forces with the real object (the golden data). dinek model, represented
in the Waterfront .obj file format, and a contact trajectorgrevused to compare
the relative force errors produced by the four algorithm&ger range scanner was
used to create the graphic model of the duck, which comp(i88é vertices, 1456
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normals, and 2983 faces (in the case of I-COLLIDE, the modekisted of 83
polytopes, 36 faces each). Furthermore, optically-trddkece sensors were used
to acquire the haptic data (using the HAVEN facility at Rugg&niversity [7]).
Comparing the rendered forces and the measured interdotioss (golden data)
provides a quantitative basis for evaluating the haptideeing system. To limit the
comparison to collision detection techniques, we have tlsedame force compu-
tation and control algorithms for all four rendering alglnns.

We measured the performance of the four collision detecignrithms using
the haptic rendering system evaluation pipeline, as shavidigure 5.20. Table 5.2
shows the performance metrics for the four algorithms. Thal simulation time
was 63 seconds. The performance metrics include the failpwieasures:

1 Average run time: The runtime of an algorithm is the duratibone step of the
simulation, which involves one iteration of collision detien without rendering
time. The average run time was computed by taking the meal thfeatrajec-
tory simulation steps. All the times presented in this asialyere obtained on a
Windows PC with 1 GHz Pentium Il CPU and 256 MB memory.

2 Force error: is evaluated as the mean-square error (MStgbe the rendered
and physical forces, computed as shown in equation 5.1.

Y1V (Fa —Fxp)? + (Fyr — Fyp)? + (For — Fzp)?
n

MSE=

(5.1)

where(Fy, Fyr, F;r) are the force components of the force rendered using one of
the algorithms andFy,, Fyp, Fzp) are the components of the real physical inter-
action force; n is the total number of samples in the simoihati

3 Collision detection false positives (CDFP): The CDFP osauhen a collision
is reported by the haptic rendering system and there wastnalawllision. It is
calculated as the number of times a false collision is detkover the total num-
ber of collision tests during the simulation. In the “golddata, the total number
of collision tests was 31798 and the number of collisions $&&6 collisions.

4 Collision detection false negatives (CDFN): A CDFN is régpd whenever a col-
lision goes undetected. The CDFN is computed as the numbiened a collision
went undetected relative to the total number of collisicgide

Table 5.2: Performance evaluation metrics for the four iétlgms

Agorim | aare el CorNIDFPOSICOFNG T
DEEP [05784  0.0881 0.119604 | 0720 | 0.0471| 6,692
V-COLLIDE[0.401] _ 0.1511 0.153981 | 0978 | 26.215| 6,828
-COLLIDE [2.8333 11515 0.434228 | 3.022 | 17.052| 5.660
SWIFT ++ 0505 0.1011 0.181107 | 0.864 | 0.0471| 6,303
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We observed that the DEEP algorithm showed the best calldbéection accu-
racy (it had the minimum false positive/negative rates amimum force error);
this is achieved at the cost of a relatively higher executime. In Figure 5.21, we
plot two lines: the bold line displays the rendered forcasgithe DEEP algorithm,
whereas the other line shows the physical interaction foréée also noticed that
the DEEP algorithm showed a nearly constant execution tthee gtandard devi-
ation of execution time was 0.0881, as shown in Figure 5Q@p)the other hand,
V-COLLIDE had the least execution time at a cost of havinghighest memory
overhead. Finally, since DEEP is built on top of SWIFT++, theyh showed simi-
lar performance with a slight difference in the force ertdmlike SWIFT++, DEEP
computes the penetration depth, and thus results in higleeracy force compu-
tation. The I-COLLIDE algorithm had the worst performanacause of the lack
of coherence in the end-effector movement. As shown in [(F8§, algorithm was
designed for multi-body, large-scale environments whiesddwed promising per-
formance. Also, it showed better performance in terms of orgnoverhead (see
Table 5.2). Therefore, our conclusion is that collisionedé&bn algorithms perform
differently based on the application scenario that defineslesired accuracy, speed,
and/or model complexity, and the available resources, asatomputation power
and memory allocation.

Rendered vs physical forces
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Fig. 5.21: Rendered forces vs. physical forces over time
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Fig. 5.22: The mean and standard deviation of the execuitiue t

5.11 Haptic Software Frameworks

Early haptic/graphic libraries, such as Microsoft’s Ditaput, were designed for a
specific device (like the SideWinder family of game cone)) to give access to in-
put data by communicating directly with the hardware dsveand allowing different
features for programing the mouse, keyboard, or hapticbieedjoystick devices.
Immersion’s TouchSense API [186] was also originally deped for the specific
Wingman force feedback mouse. In addition, the GHOST SD&ated specifically
for SensAble Technologies’ PHANToM device family, is sfilesent; however, the
OpenHaptic tool kit from the same company is a new, exteasibthitecture that
offers additional capabilities [334]. The common factotthiose libraries was the
device-dependent approach in the software design, but mmrertantly, they are
not expandable.

On the other hand, the Reachin API, developed by the Swedspany Reachin
Technologies, became the first device-independent hgmjathiic API by support-
ing PHANTOM [8] and Delta [1] devices. However, even thougk Reachin API
removes the concern of dependency on the haptic interfasestill not expandable
in terms of software design. In order to tackle such an isklosjnt technologies
launched a set of graphic/haptic, open source APIs call&aueh [267]. E-Touch
also allows both PHANToM and Delta devices to expand and fdide API by al-
lowing programmers to create a haptic-based desktop emaizat. Unfortunately,
e-Touch is no longer available. However, a project enti@&tAl 3D envisioned the
importance of a set of open source graphic/haptic librahasallows users to in-
teract with high or low-level code and modify the control@&ithms for a variety of
current and even future devices (PHANToM, Omega, Freedona&more).
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Currently, the trend of haptic technology development ¢seasing, and as a re-
sult, software application interfaces are also evolving.afconsequence, the spec-
trum of haptic interfaces available as commercial or reseand development prod-
ucts is growing. Based on software process principles dadclicle models, the
APIs can be classified according to scope in terms of harda@icability.

5.11.1 Commercial Application Program Interfaces (API)

5.11.1.1 Microsoft Directinput

Directlnput is an API that enables an application to retridata from input devices
such as a mouse, a keyboard, and the force feedback “SideWifagnily of joy-
sticks, and can be used with any brand of game controller][ZB#ough action
mapping, the APl enables one to establish a connection kbetwgut actions and
input devices that do not depend on the existence of paaticigvice objects (such
as specific buttons or axes). It supports keyboard progeatid joystick slider data.

5.11.1.2 Immersion’s TouchSense

Initially, Immersion’s TouchSense API enabled the Wingrfane-feedback mouse
to deliver a rich array of sensations [186]. The API has sineen extended to

support touch-enabled devices, such as joysticks, stgedieels, and game-pads
used in computer games, to transfer forces to a user’s hafidgars. The effects

of period vibration, positional texture, enclosure andrgprdirectional constant,

ramp, resistive damper, friction, and inertia can be suyggor

5.11.1.3 Immersion’s VHTK

VHTK stands for Virtual Hand Tool Kit and is the API for Immévs Corp’s hand
exoskeleton interaction devices [132]. VHTK was creatadfie exclusive use of
Immersion’s line of 3D interaction devices. This API supparnly their multiple-
contact haptic devices, which are integrated by three pie€dardware: the Cy-
berGlove, CyberForce and CyberGrasp units. Multiple-acinihaptic devices have
multiple points of contact represented in the virtual eswinent, like a hand. The
CyberGlove collects data that is related to the hand, suttedsending of the joints
of each finger. The CyberGrasp is capable of generating & farthe medial and
distal phalanx of the finger, with the exception of the pinkite CyberForce ar-
mature has 2 functions: tracking the movement of the handgamérating force
feedback that simulates inertia. The CyberForce armatlowsafor 6-DOF move-
ment and is also capable of measuring hand rotation anddtenms. The Virtual
Hand SDK/toolkit provides the following software capati@s:
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e Offers an object-oriented model with an accompanying Chraliy.

e Provides a general framework for constructing hand-enbbimulations from
scratch or for integrating hand-interactions into exg@pplications.

e Offers real-time collision detection capabilities betwe&® digital objects.

e Provides a force feedback interface for CyberGrasp and iEgbee users.

e Offers full network support. A user can run an applicationaohost computer
while getting device data from another machine, permitiimigraction with ge-
ographically distributed teams.

e “Ghost-hand” support for managing position-tracker affge prevent the graph-
ical hand from passing through objects.

e A fast polygon-level, collision-detection engine, indiogl an open API for sup-
port of specialized third-party collision modules.

e Anopen API for model import and interfacing with third-pavisualization soft-
ware. A VRML/Cosmo (SGI Optimizer 1.2) implementation isluded.

e Significantly improved overall structure with better rume integrity and more
complete error handling.

e A complete set of open source demonstration applicatioowisiy how each of
the toolkit features can be used in your development.

In summary, the VHTK already meets the main requirement émodpled hap-
tics and graphics. However, the APl is highly device depahdad not extensible.

5.11.1.4 Sensable’'s GHOST

The GHOST SDK is an abbreviation for General Haptics Opertv&oé Toolkit.
GHOST is an API that must be purchased from Sensable and ipatdate with
Sensable’s Premium and Desktop PHANToOM devices only [8]CGH offers a
mid-level programming library, compared to other prodficisn the same company,
such as OpenHaptics. With a mid-level library, there is nednt deal with the
low-level implementation for collision detection or forcalculations. Therefore,
this architecture eliminates a lot of the extra work that ldduave been required
with a low-level library. GHOST is characterized by beingaand easy to learn,
and many haptic functions are available for quick impleragon through a well
documented library. Most importantly, GHOST’s programgnétructure allows the
user to entirely decouple the haptics pipeline from the lgicgpone, allowing the
developer to manipulate the graphics library of their choRespite its attributes,
GHOST is dedicated to support the PHANToM family, which makeextremely
device dependent. In addition, the API does not allow theresion of sophisticated
control algorithms applied on the haptic rendering process
The key features of the GHOST SDK include:

e The ability to model haptic environments using a hierarahi@ptic scene graph.
e The ability to haptically render disparate geometric meaéthin the same scene
graph.
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e The specification of surface properties (e.g. compliancefaction) of the geo-
metric models.

e The use of behavioural nodes that can encapsulate eitlheostgical behaviors
or full, free body dynamics.

e General support for the generation of haptic human-comjtierfaces, includ-
ing effects such as springs, impulses and vibrations.

e Anevent call-back mechanism to synchronize the hapticgeaqhics processes.

e The ability to automatically parse and use the static gegnudtVRML 2.0 to
generate haptic scene graphs.

e Extensibility through the sub-classing metaphor.

5.11.1.5 Sensable’s OpenHaptics

OpenHaptics is another API that Sensable provides withr the of haptic de-

vices [334]. It is compatible with their entire line of PHANNM haptic devices.
OpenHaptics is an API that allows both high and low-levegpamming for haptics
application development through the Haptic Library API @Rl) and the Haptic

Device API (HDAPI), as shown in Figure 5.23. High-level pragnming (through

HLAPI) usually spares the user from a lot of the implementatogic, such as de-
vice control, collision detection, force calculation, .etghile providing more con-
trol to the devices and haptic rendering algorithms. Saaniicontrol is acceptable
when one is only interested in rapid application developrtteough use of the API.
High-level programming tends to be easier and quicker mrauot of low-level

programming implementation is not accessible to the progrars. The high-level
library can be valuable in that it provides enough controk&pid prototyping.

The OpenHaptics Toolkit

Haptic Library API(HLAPI) -

lities xamples

Haptic Device API(HDAPI)

Fig. 5.23: The OpenHaptics API's components (adapted frems&ble Technolo-
gies Programming Manual [334])

The high-level library provides many desirable abiliti®sch as control of haptic
virtual environments and special haptic effects. It allavggrs to quickly convert
existing computer graphics applications into haptics iapfibns. In the high-level
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library, the user is able to create a haptic object simplydscdbing the dimensions
of the object. This is similar to the well-known OpenGL graplibrary.

The low-level library (HDAPI) allows for graphics and hagstiprocesses to be
decoupled, thereby fulfilling an important requirementrfwre sophisticated proto-
typing. However, low-level programming inherently re@siusers to perform more
implementation than higher level programming does. In otdecreate an appli-
cation, the low-level library requires the user to develop lhaptic implementation
from the ground up. Using this library means that users a@gvéleir own algorithms
for collision detection as well as their own force calcwdatalgorithms. Therefore,
HDAPI is more suitable to researchers who develop and testhagtic rendering
and control algorithms.

5.11.1.6 Reachin API

The Reachin API allows the development of HAVE applicatibgausing the C++

programming language and a combination of the Python deriguage and the de-
scriptive markup language VRML (Virtual Reality Modelinghguage) [385]. The
idea behind this platform is a C++ APl based on the VRML sceaplymodel. The

Reachin API forms a hierarchical data structure from higletity features as well

as a complete set of classes, nodes, and interfaces for mgragl synchronizing

haptics, graphics, and audio in advanced 2D and 3D apmitain a hierarchical

data structure. Figure 5.24 shows the overview of the archite of the Reachin
API.

Multi-sensory Scene Graph Manager

Event Handling Capabilities

y A A 4

Scripting Shapes Simulation Tracking
- PythonScript Geometries Appearances o Devices -
- Box - Dynamic = Phan‘tomDe-wce
- Cone - Surface - GtavityDynamic - HapticsDevice
- Cylinder - Material _ SloDynamic - MagellanSpace
- Sphere - Texture DA - Devicelnfo

- Panel

A

Haptic Rendering | Graphics Rendering

Fig. 5.24: A conceptual overview of the architecture depetbin the Reachin API
(Adapted from Reachin API) [6])
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The basic mechanism that links all the scene graph competegether is the
event handling field network. The Reachin APl model handlesnaering engine
that uses one single scene graph manager that maintainstéigeity of the scene
(Multi-sensory Scene Graph Manager). Through the field ag¢nthe API defines
the interaction between objects and other dynamic elenretite scene. Figure 5.25
shows an example of a scenegraph for a touchable box.

The API has an event handling network that lets them passagesgo one an-
other so that they can respond and change. In addition, soninef slata dependency
and synchronization is needed and is handled by this apprdae event handling
capabilities layer allows one to plug in different modulesicoherent way and to
define one’s own interaction models within the scene graghaAhird layer, the
Reachin API renders objects in pixels by interfacing wite @penGL Library and
renders forces through the haptic device driver.

Appear

ance Jsurface
material

Size 0.1, 0.1, 0.1

” Stiffness 100 diffuseColor 1 0 0

Fig. 5.25: The scene graph for a touchable box (adapted freaciitn Programming
Manual [6])

5.11.2 Open Source APIs

5.11.2.1 e-Touch

The e-Touch APl is the first set of open source, haptic/g@liraries that appeared
in the haptic community. The API supports the whole famiyP6fANTOM haptic
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devices and the Delta haptic device from Force DimensionA4&]an open source
approach, the API is expandable. However, e-Touch is dilizing the GHOST
API to communicate with PHANToM haptic drivers.

The software design of e-Touch is based on glue and modules. i&the set
of foundation components for the API, and the modules ark bpon these. The
modules provide an additional set of objects that make iee&sr application de-
velopers to add functionality.

An application written using e-Touch divides the applioatdomain into two
parts: the world workspace and the personal workspace. @tsepal workspace is
used for storing various controls and indicators that aeei§ig to the application,
such as the dashboard, window system with buttons, slidedsknobs. The central
object in an e-Touch system is the user. The user holds refeseto all the other
objects that are vital for forces and the graphic renderimmggss. Unfortunately,
e-Touch API popularity is fading, and very few are still ugsihsince the emergence
of CHAI 3D and H3D.

5.11.2.2 CHAI 3D

CHAI 3D is an abbreviation for Computer Haptics and Activéehfaces. It is an
object-oriented application framework written in C++. $PI| takes the benefits
of object-oriented application frameworks, such as maitylaeusability, extensi-
bility, and inversion of control, directly to the developefhis API can be classified
as a whitebox framework due to the techniques used to extelhddlies on object-
oriented language features like inheritance and dynanmidibg to achieve exten-
sibility [115]. The design approach is based on classliibsats that are organized
into 9 groups (see Figure 5.26).
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Fig. 5.26: Overall architecture of CHAI 3D [85]

Devices




5.11 Haptic Software Frameworks 157

CHAI 3D is similar to the GHOST SDK in the sense that they carcétego-
rized as mid-level APIs. Both also allow haptics to be dededifrom the graphics.
However, one distinguishing feature is that CHAI 3D is a frg@en source API, so
one can easily modify the existing API to support new or prgie haptic devices.
CHAI 3D also supports many commercial devices from comasieh as Force
Dimension, Novint Technologies, MPB Technologies, ands@ble Technologies.

Similar to many open source projects, CHAI 3D is not a weltwnented li-
brary when compared with other commercial API’s like the GFIGSDK. However,
CHAI 3D is a good start for developing the guidelines neededuliild a generic and
extensible framework that allows the integration of sofeydardware, and appli-
cation design.

5.11.2.3 H3D

H3D is a haptics application framework similar to the ReadhPl, except that it
is an open-source framework. It extends X3D, which is usstead of VRML to
create a virtual environment. H3D also supports a variegpefating systems (Win-
dows 2000/XP, Linux and Mac OS X). It is also based on the sgeagh approach,
which is developed entirely in C++ . It is dependent on Operi@lgraphics ren-
dering and on HAPI (an open-source, cross-platform, hgpéindering engine [2])
for haptic rendering. HAPI adopts various haptic rendealuprithms and supports
most commercial haptic devices in a similar way to CHAI 3Datidition, H3D is
built using many software industry standards, includindg. SAIML, and X3D.

5.11.2.4 The MOTIV Haptic Development Platform

The MOTIV Haptic Development Platform is an SDK that offervelopers the
ability to add tactile feedback into their mobile device kgations (in particular
the Google Android operating system) [185]. The SDK is cosggbof a library
of pre-designed haptic effects that are directly accesghlough the API, which
eliminates the complexities of integrating haptic modaiitto pervasive devices.
The API works in conjunction with Immersion’s TouchSeh$dechnology [186].
MOTIV has three distinguishing features: (1) a Ul modulet tindegrates haptics
into the Android OS user interface, (2) a theme manager nedtialt provides a list
of haptic themes to further customize the customer’s desice (3) a reverb module
that automatically translates audio data into haptic &sfec

Table 5.3 presents a comparison summary of haptic APIs, entier “Device
support” field represents the device families (manufacs)ithe API supports.
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Table 5.3: Comparison between Haptic APIs

|API |Open SourckCross platformDevice support | Language |
Microsoft No No Microsoft family such as C
DirectInput Xbox 360 controllers
Immersion’s No Yes Immersion family such ds C++
TouchSense 6000 Series, 6100 Series, and

6500 Series
Immersion’s No Yes Immersion family C++
VHTK
Sensable’s No No PHANTOM C++
GHOST
Sensable’s No Yes PHANTOM C++
OpenHaptics
Reachin API No No PHANTOM, Delta, Falcon [VRML/C++/Python
e-Touch Yes No PHANTOM, Delta C++
CHAI 3D Yes Yes PHANToOM, Delta, Falcon C++
H3D Yes Yes PHANTOM, Delta, Falcon C++
The MOTIV Yes Yes Android phone C++

5.12 Closing Remarks

Computer haptics deals with (a) the design and developnietgarithms and soft-
ware APIs to model haptic physical properties for virtuglkeals and (b) computing
the interaction forces between the haptic interfaces amdnidnipulated HAVE en-
vironment. One of the main research and development issuesnputer haptics
is dealing with the delivery of collision detection and fenesponse stimuli. Force
response calculation is related to the emulation of the &edter, usually the hap-
tic interface point (HIP), and the penetration depth siriofewhen interacting with
other objects and/or the physical (haptic) properties@ated with the object(s). In
general, researchers have investigated approaches ino phltenising performance
results for the haptic rendering algorithms. These resldgend on the number of
DOFs of the haptic display and the sophistication of the ibapbdels, which are
tightly tied to the used physical formulation and the cadlisdetection algorithm.

Collision detection and rendering algorithms have beenprehensively dis-
cussed in the field of computer graphics. In the context ofibapplications, those
algorithms cannot be directly applied due to their slowedaip rate when com-
pared to the moderate update rate requirement of 1 KHz fbleskeaptic interaction.
Graphic rendering algorithms are based on finding collsemong all objects pop-
ulating the virtual world. This is unlike haptic renderinghere collisions occur in
the vicinity of the haptic interaction point (between the@t@interaction point and
the virtual world). This is why haptic rendering algorithmse localized collision
computation around the HIP through hierarchical boundimigmes.

In the early stages, haptic application program interfagese dominated by
commercial products, such as Immersion APIs, Sensable®&Hand Open-
Haptics libraries, and the Reachin API. Later, the need &setbpment of non-
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proprietary software frameworks motivated some openesmuhaptic-based li-
braries, including CHAI 3D, H3D, MOTIV API, and e-Touch. Filtly, we are cur-
rently witnessing an increased interest in HAVE applicatievelopment, especially
in the gaming industry.






Chapter 6
Multimedia Haptics

6.1 Introduction

A variety of haptic interfaces and rendering methods haediferated HAVE ap-
plication development and enabled more immersive and&aotige experiences
with virtual and mixed environments. For example, forcedfeseck-enabled surgical
training systems, such as Vincit , and cheap force feedback devices, such as the
Novint Falcon? (which gives video game players more vivid gunshot feelimgs
shooting games), are available on the market. Howevericdhapabled applications
have not yet been widely used nor are they considered easiéssaible. A potential
reason for this is the lack of more general-purpose conteatits dissemination.
Multimedia haptics research targets this problem by ina@png haptic modality
into multimedia systems in order to more easily createestnd deliver haptic en-
abled applications and content. This chapter broadly cdvaptic content creation,
representation, transmission, and standardization.

As an analogue of audio-visual media, haptic media predegsc properties
and data that will result in touch stimuli. It contains thentamts that are displayed
through touch as well as the information as to how these otst&re arranged in
time when they need to be played back. For example, digit@osbasically con-
sists of sequences of static pictures and timing informeftho determining intervals
between these pictures. Although audio-visual media ftsraee well-established
and deal well with synchronization issues with other medid@ver network links,
the haptic media is emerging as a new media and has not yeimdlesstablished
as a widely usable format.

1 www.davincisurgery.com
2 www.novint.com
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6.2 Haptics as a New Media

Haptic media can be divided into two distinctive categobi@sed on whether itis ar-
ranged in time or not; that is, whether the intermedia symeization of haptic data
is linear or non-linear. Linear haptic media refers to hapéinsations that progress
sequentially in time without any navigational control. $imcludes recorded move-
ments or cutaneous patterns of touches to the skin, whickteciexperiences of
passive haptic playback. Non-linear haptic media, on therobhand, is spatially
arranged and offers users rich interactivity. This allolan to touch and explore
a haptically displayed object, experiencing a compellaxgjve haptic interaction
through both force and tactile information.

Essentially, linear haptic media encompasses skillful enoents or forces and
events, such as alarms, direction cues, textures, andrearsenotions (like the
bouncing of a ball). One of the most used data types is motida, dvhich records
positions, velocities, or forces of human body parts. Inanakill transfer appli-
cations, a skillful gesture, such as calligraphy, is catuhrough force feedback
devices that are specifically designed for the gesture dedlligraphy example, the
position of the tool-tip corresponds to a pen tip and is setjaly recorded. The
recorded data can then guide a user to follow the recordddipaapplying posi-
tion control through the haptic interface. Examples inetutandwriting [242, 388],
surgical skills [76, 26], and palpatory diagnosis [175].

Linear haptic media can be represented by a sequentiaksarigctuation in-
tensities, which can be deployed to control a grid of tastiimulators spread over
an area of skin. The intensity of these touch sensations wagspond directly to
audio and video events in the content. This kind of tactiég/paick has been applied
in movie and entertainment industries. For example, &stiimulation was intro-
duced withPercepto which was used for the 1959 moviene Tingler feedback
was provided through vibrating devices attached to thettbeats. Recently, this
type of haptic media has been widely used due to the develapohéactile devices
that can be used for instant messaging [318, 346], movie§ [Busic [142], letter
displaying [400], directional cues in a car [364], etc.

Non-linear haptic media can take the form of not only force ahape infor-
mation but also the surface properties of an object’s textfriction, roughness,
stiffness). In this case, viewers navigate in a haptic sk feel objects only
by exerting their own agency; they must actively explore éhegironment to feel
the haptic cues. Non-linear haptic media must also encosnplject dynamics,
i.e. how they move and behave in response to user input. Bhisnclude general
terms, such as mass and inertia, but also more specific angs,as spring con-
stants defining the travel distance and sponginess of aaViotutton. This kind of
representation is arguably best displayed on commerasHjlable force feedback
devices. Non-linear haptic media is the media type most urskdptic applications
adopting virtual environments.
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6.3 HAVE Content Creation

The adoption of haptic interfaces in human-computer ictéwa paradigms has led
to the demand for new tools and systems that enable novies tsauthor, edit,
and share haptic applications. While there are plenty ofistahtools for capturing
and creating audio-visual media in the market (due to itsglemt consumption),
equivalent tools for haptic media are not widely availalalegd HAVE application
development remains a time consuming experience thatresgpiogramming ex-
pertise. Additionally, assigning physical material prajess, such as stiffness, static
friction, and dynamic friction, is a tedious and non-initgttask because it requires
the developers to possess technical knowledge about maptlering and interfaces.
There is also a lack of application portability, as haptiplagations are tightly cou-
pled to specific devices, which necessitates the use offapeciresponding APIs.
In view of these considerations, there is a clear need fou#mang tool that can
build hapto-visual applications while hiding programmitetails (API, device, vir-
tual models) from the application modeler.

In this section, tools and methods that can acceleratecheptitent generation
are introduced. In a broad view, just as audio and video meaticbe directly cap-
tured from an environment through the use of cameras anaptiones, or virtually
synthesized through music synthesizers, 3D modeling, aimdadion tools, haptic
media can be captured and synthesized in a similar way.

Firstly, haptic media can be recorded using physical senddrere are a few
studies on the automatic capture of haptic surface prasestich as stiffness, fric-
tion, and roughness [214]. In addition, the dynamic prapsrof haptic buttons
have been acquired by measuring and analyzing the forcdgwzrafi real physical
buttons [207]. Movement data can, for instance, be measutbd 3D robotic arm
equipped with force-torque sensors or with a motion serssmh) as an accelerom-
eter. As an example, in order to get more involved in a viraogicer game, we can
measure the kicking and bouncing collisions of the socckkblaquipping it with
internal piezo-electric impact sensors. These measuttsncan then be displayed
to a haptic device [271].

Secondly, haptic media can be synthesized using spedalimaieling tools.
Tools for generating audio-visual media in the form of 3D mloty environments
are commonplace, but there have been a few efforts to createling tools that in-
tegrate haptic properties into a 3D scene as well. Most optheious haptic appli-
cations and contents are developed and generated using §8¢s and toolboxes
such as OpenHaptics Toolkit, CHAI 3D, Handshake proSENS&bDx, etc., but
it requires significant programming knowledge and skillsn&Able introduced the
Claytools [387] and FreeForm systems [154] to incorporaitgtibs in the process
of creating and modifying 3D objects. In these systems, g&r veceives physi-
cal feedback so that it feels as though they are physicallipsng the objects, but
they still do not have the capability to apply haptic projgrtto the 3D objects.
Reachin Technologies [217] introduced Reachin API as aaabigriented devel-
opment platform that allows users to design haptic sceneslting VRML-based
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script without programming, but it is not as intuitive aseditty manipulating the
scene by touch.

As an example of linear haptic media authoring, Gaw et al5[1as devel-
oped a software tool that plays video and simultaneouslwstamd records a user’s
position (with a 3-DOF point device). This enables the mgcdf movements in
scenes that involve dynamic human motion (such as orchestnalucting). This
spatiotemporal path can later be played back on a force ée&dtevice, effectively
providing a trace of the user’s original movements in syndtt whe audio-visual
content. In the tool by Kim et al. [206], tactile video canalse recorded through
gestures made on touch sensors, such as touch pads or toeehss@s shown in
Figure 6.1. Essentially, as a video is played, a user car pgiterns of tactile sensa-
tion by making movements on the surface of such a sensorciéuges a sequential
stream of 2D information, which is synchronized with the iaendsual content and
can be used to represent patterns of tactile activation.

Tactic Viden [TV] Setting

Wi 13 el o
L]

Tactile Srwsh Size! (9 = /

Tacile Drwsh Geay Levei: (750 ,"
= Auls TV Sirving during Derwing Lines
(4

e =
I — A
Copait : e = e
on| Eaveks| S oma|
[P Y] [EMDacumas mnd Scmmgebiinins
/
Mevie Semeg

::. i -1 .'

w

FEF

CRRTNIE BRSNS S AN N

: =
O | J | Vot | Yconn| 8| QoK B TR

Fig. 6.1: A snapshot of the tactile authoring tool [206]

On the other hand, there exist several non-linear hapthoainig tools, such as
K-HapticModeler [336] and HAMLAT [103], providing intertes that support the
construction of a 3D scene. They allow both haptic surfacpgnties and dynamic
movement properties to be assigned to parts of that scengLIAR is based on the
Blender?® software suite. It is an open-source 3D modeling packageamitch fea-
ture set for creating and editing 3D objects. In HAMLAT, a 3@del is graphically
designed, and haptic properties are assigned to the madeigth one of the input

3 http://www.blender.org
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panels, as shown in Figure 6.2. Users can check how the assigptic properties
feel through a rendering model.

Fig. 6.2: A snapshot of the Blender-based HAMLAT editor wille haptic ren-
derer [103]

Finally, haptic media can also be derived automaticallynfranalysis of other
associated media. Consider first that music visualizagemérating animated im-
agery based on a piece of recorded music) is an example aghatitally converting
audio media into visual media [351]. The same can be donénéatitomatic gen-
eration of haptic media from other media sources. While s@reaations are rela-
tively obvious, others are potentially more rewarding. &mmple, the trajectory of
a soccer ball or the forces exerted on a race car as it coraeld lse automatically
extracted from video or animations using image processolgrtiques [399].

6.4 HAVE Content Representation

The created HAVE haptic contents are temporally and spasghchronized with
audio-visual media and stored. They will be consumed thicugoftware appli-
cation that interprets and presents the contents throudro-aisual and haptic
displays and measures user input to enable interactiomlititnaally, there was
not an apparent distinction between the haptic content hadoftware applica-
tion, and they were packaged together. When the applicagbiavior needed to
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be changed, either a software update was produced, or thieajmm was totally
re-implemented. However, in many multimedia scenariosetisea clear distinction
between the content and the multimedia player. The two alependent; a player
interprets and displays the content. With this setup, wihencontent scenario is
changed, only the content is updated, and the player dodsanetto be updated.
When a new haptic rendering algorithm or a new haptic devickigloped, only
the player or device driver is updated with the new algorithmorder to separate
haptic content from players, a haptic content frameworlesssary to deal with the
content creation, representation, delivery, and consiompThe content represen-
tation method is the most important part because it dictab@sthe haptic content
is created, synchronized, and stored. The content is atgersgtically interpreted
and presented following the representation method.

There have been several attempts to construct a multimexdigefvork that sup-
ports the easy creation and distribution of HAVE applicagidoased on existing
audio-visual content frameworks. The haptic broadcastiagnework by Cha et
al. [69] is based on the MPEG-4 framework and is intendedrigetebroadcast ap-
plications. The MPEG-4 framework uses Binary Format forrgcevhich inherits
VRML. The representation method in this framework is veryiar to the Reachin
APl and H3D by means of using a scene graph. It deals withdihaptic media
too.

In contrast to the simple download-and-play delivery sysfeund in VRML
and X3D frameworks, the MPEG-4 framework supports stregmnedia, so haptic
media can be streamed and consumed while being downloadee@xBmple, in
[69] a tactile video is defined to represent a grid of intéesiof tactile stimulation
that can be mapped to an area of the user's skin and rendecedjkhdevices such
as tactile arrays composed of a grid of actuation elemergtshawn in Figure 6.3,
four frames of 10 by 4 pixels are illustrated on a timelinectEaixel corresponds
to an actuator on the glove-type vibrotactile device. Inheframe, the whiter the
color is, the more intense the actuation magnitude is. Asaltiea user wearing the
glove-type tactile device could feel a stimulus moving frme finger tip towards
the wrist, covering more area and getting stronger over.time

Fig. 6.3: A tactile video that corresponds to a set of actsdtoa tactile device [69].
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It is very difficult to model a real moving scene with polygarsvoxels, so new
techniques are being developed. Consider, Figure 6.4 hwdiiows a dynamically
changing 3D scene represented using color images and jpongisg gray-scale
depth images containing per-pixel depth information. Treydevel of each pixel
in the depth image indicates the distance from the camemhigher (whiter) the
level is, the closer it is to the camera. Since this depth evia@sed representation
uses images for modeling a scene, a natural video that esdneal moving scene
can be easily generated using stereo matching algorithradepth camera, such
as the ZCam (see Figure 6.4). In the research by Cha et al. jiétic surface
properties, such as stiffness, static friction, dynamictiin, and roughness, are
represented with images and mapped onto the 3D geometryeddiinthe depth
images. In order to keep consistency with existing visuadlimehaptic properties
are represented by 8-bit channels, composing a 24-bit aolage, and roughness
is represented in an alpha channel in the form of a height mage. Figure 6.5
shows a sample 3D scene and its geometric and haptic contgonen

Depth value

Fig. 6.4: A representation of a 2.5D video that has touchgétemetry information
and haptic surface

6.4.1 Haptic Applications Meta Language

The Haptic Applications Meta Language (HAML) is designegitovide a technology-
neutral description of haptic models. It describes the lgapof the environment
(including the geometry and scene descriptions), the begridering, haptic devices
(the hardware requirements), and application informatioother words, HAML is
the meta-language by which haptic application componentd) as haptic devices,
haptic APIs, and graphic models, make themselves and thpahilities known.
There have been at least three foreseeable approachedémiemping and utilizing
HAML instance documents:

1 Application descriptions that define description schefoevarious haptic ap-
plication components. These can be reused in the futurenbpase similar ap-
plications, given equivalent requirements/specification
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&

24-bit color image 24-bit haptic image

8-bit depth image 8-bit height image

Stiffness (8bit)

Static friction (8bit)

3-D Haptic Scene

Dynamic friction (8bit)

Fig. 6.5: A representation of a 2.5D video that has geometigrination to be
touched and haptic surface property images

2 Feature descriptions where the HAML description is olgdifirom the de-
vice/API/model via a manual, semi-automatic, or automaticaction and saved
in a storage system for later use.

3 HAVE application authoring and/or composition.

The basic components of the HAML framework are shown in Fgiu6. The
user interacts with the HAML framework via the GUI compontrat captures the
basic user requirements (the interaction type/deviceyitheal environment compo-
nents, data recording, etc.). These requirements are #smeg through the transla-
tion engine, which relies on the HAML schema to “pump-out” AML-formatted
document. This document contains a startup/default carigun of the haptic ap-
plication, which is required for the framework to work. Thethoring Agent (AA)
parses the HAML file and dynamically creates the haptic appitin by selecting
and composing components - haptic device, rendering esgiadlision detection
engines, graphic components, and APIs - that meet the sgaiofis defined in the
HAML file. Notice that the HAML repository stores HAML-forntized descriptions
for all available devices, all haptic and graphic APls, alhdedated information.

Technically, HAML is an XML-based schema meant to descri®®H applica-
tions. The HAML schema is instantiated for compatibilitythvthe MPEG-7 stan-
dard through the use of description schemes (DSs). The HAtMIctsIre is divided
into seven description schemes: application, haptic @eviaptic API, haptic ren-
dering, graphic rendering, quality of experience, andibajzta descriptions. More
details about HAML can be found in [102]. An excerpt of a HAMbaliment is
shown in Figure 6.7.

Figure 6.7 demonstrates four DSs of the HAML structure: thgliaation, the
author, the system, and the scene. The application andraD®® organize high-
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Fig. 6.6: HAML framework
<? xml version="1.0" >
<HAML >

<ApplicationDS  >... </ AppliationDS >
< AuthorDS  >...</AuthorDS >
< SystemDS >... </ SystemDS >
<SceneDS >
<Object >
<Type >...</Type >
<Name >...</Name >
<loation >...</location >
<Rotation >...</Rotation >
< Geometry >
< VertexList >
<Vertex >0,1,0 </Vertex > ..
</ Vertexlist >
< FaceList >
<Face > 1,2,3 </Face > ...
</ Facelist >
</ Geometry >
< Appearance >
< Material >...</ Material >
</ Appearance >
<Tactile >
< Stiffness > 0.8 </ Stiffness >
<Damping >09</Damping >
< SFriction >05</ SFriction >
< DFricion >03 </ DFriction >
</ Tactile >
</ Object >
</SceneDS >
</ HAML >

Fig. 6.7: An excerpt from a HAML document
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level and general considerations of the haptic applicasoch as the application
name, type, and author's name and contact information. ysem DS describes
the computer specifications (processor, operating systetwork card, etc.) and the
device/SDK/API support. Finally, the scene DS provides hject-based descrip-
tion of the graphic and haptic scenes. The scene comprise®omore objects,
each identified by its type, location, orientation, geométnodel vertices and mesh
topology), appearance, and haptic properties (stiffraessping, friction).

6.5 Haptic Media Transmission

Most non-linear haptic media data is small in size. Stiffnasd friction can be rep-
resented by scalar values. Roughness can be representeddmyegperized scalar
values or a gray scale image. Dynamic parameters for dasgritaptic widgets
such as bhuttons, are scalar values. Since these valuesaticeastd spread over
surfaces, their data representations in a whole virtuatemment are significantly
smaller than the geometric data and audio-visual media.edewy non-linear hap-
tic media in tele-collaborative haptic environments pose ohallenges at both the
application and communication (networking) levels. Hajateraction requires si-
multaneous interactive input and output through the hajgidice with an extremely
high update rate (up to 1 kHz). At the application level, immments to consistency
assurance, access control, transparency, and stabgityrafergoing extensive re-
search. At the networking level, key quality of service paeters, such as network
latency, jitter, packet loss, scalability, and compressimve been investigated and
researched. This section fills the gap of understandinghheacteristics of haptic
interaction over a network and when multiple users are gsanebusly interacting
with the same environment. In the following subsections, résearch about tele-
collaborative haptic environments will be broadly introdd.

6.5.1 Classification

In the last few years, research has moved to include moremmahtations of shared
virtual environments with the inclusion of haptics. Thugpkcations on the imple-
mentation of these scenarios have been extended fromngaarid education to
gaming. This has lead to a heterogeneous taxonomy or telagiynor the differ-
ent architectural styles of haptic applications. One diassion of these interaction
modes is presented in [95]. The authors identify three elasd shared environ-
ments: (1) static environments where the user can browssiarsiry environment
by feeling the haptic information stored in a document, \itebslatabase, etc., (2)
collaborative environments in which users alternate inimaating a shared envi-
ronment, and (3) cooperative environments where usersicaiftaneously interact
with the same object and feel their mutual force feedbacks.
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There have been several taxonomies to classify haptictzgggications. For in-
stance, the authors in [119] differentiated two types ariattions: independent and
dependent. Independent interaction is the user interacfionultiple users within
the same virtual scene that does not produce forces betvgees. Wnlike indepen-
dent interaction, and similar to a stand-alone interadiioterms of touch, depen-
dent interaction exists when considering two or more usetstactions. New types
of dependent interaction appear when considering two uisgesactions (extend-
able to more than two users): user-user (mutual touch)algect-user (cooperative
task) and user-object-object-user.

Another classification that is based on the energy exchahgedeen users is
presented in [314]. The authors classify haptic envirortsas either unilateral or
bilateral. In the unilateral interaction, an operator teracting by means of a haptic
device, and the interaction data is sent to different saagproduce the operator’'s
actions so that other users will feel the operator's maaijpoh. However, the oper-
ator does not receive haptic feedback from the other uselsldteral interaction,
all users can feel the other users’ interactions. This ashoincreases the sense of
co-presence between users. In general, the haptic sengaltiby a remote user is
indirectly computed and perceived through virtual scendifization.

In this context, many terms have been used to refer to mséi-uirtual envi-
ronments, including Collaborative Haptics [268], Shareaptit World [156], Col-
laborative Haptic Virtual Environments [181], Cooperatitaptics [58], Distributed
Haptic Virtual Environments [353], and Collaborative Hapgtudio Visual Environ-
ments (C-HAVE) [341]. When the haptic application dissertésaver a network,
the environment is addressed using several terms, suclsabbied Haptics [176],
Tele-Haptics [342], and Networked Haptics [357]. Here we@dwo classes to
describe the works in collaborative haptic environmenteriter to eliminate any
ambiguities due to terminological conflicts.

We will use the term Collaborative Haptic Audio Visual Eroriment (C-HAVE).
However, under this class, the transmission of haptic méiron over a network,
either dedicated or non-dedicated, will be referred to as\etworked Haptic En-
vironments (NHE) subclass. The term will reflect the netwglkaspects of haptic
data communication without considering collaborativenscis.

6.5.2 Collaborative Haptic Audio Visual Environments

C-HAVE can be either networked or non-networked (standgloBtandalone C-
HAVEs involve at least two entities interacting with a stlthesvironment via two
haptic interfaces. The environment comprises real, Virtraa combination of both
types of objects (augmented reality). In a standalone enmient, both the environ-
ment objects and the state of the environment are storethlothe fundamental
concept here is to develop a realistic haptic/graphic matielre tasks require mul-
tiple points of interaction, such as when grasping an objEw¢ human-computer
device interaction can be managed either in a synchronoasysichronous fash-
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ion. The main issue is the synchronization and coordindietween the haptic and
graphical rendering loops.

The participants in the collaborative environment can beeeipassive or active.
Active participants can apply manipulation forces and teel observe the effects
of actions by other users in the environment. Passive useriie other hand, are
viewers who can see and feel changes of the states of theemént but cannot
alter its objects. In some cases, passive users’ participiatliimited to only acoustic
and/or visual feedback.

The medical field is one example of an application field forhstypes of en-
vironments. In this context, there is the Virtual Haptic Bg¥HB) project de-
veloped between two Ohio University departments: Engingeaind Osteopathic
Medicine [175]. It is a series of computer-based haptic &tans of the human
body that assist students in the learning of palpatory tigctes. The VHB system
requires dual PHANToM 3.0 haptic interfaces, one for eacimi
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Fig. 6.8: A generic architecture of a Collaborative Hapticd#o Visual Environment
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Figure 6.8 does not reflect the physical distribution of tbdes or the databases.
For instance, the virtual objects database can be distdbmter the participant host
machines (objects that are owned by a node can be storetyloctiat node). The
diagram presents the logical architecture of the collabedaptic environment.
Notice that the two databases are dynamic because newipantis and/or objects
can join or leave the environment at run-time. The partitigadatabase stores the
identification information of the nodes (such as logicahitifeers and IP addresses)
that are currently interacting with the environment. Farthore, the participant's
database contains the QoS parameters associated withikbkd&tween all the con-
nected nodes. The virtual objects database contains alhtbemation about the
objects that are populating the environment. This inforomaincludes the object
identifier, owner identifier, static properties of the oltgegshape, color, size, etc.),
and dynamic properties such as position, orientation, afatity.



6.5 Haptic Media Transmission 173

The concept of sending haptic information over a networkfsrred to as “tele-
haptics”. Tele-haptics occurs when two users (for examyes A and user B), who
are located at remote locations, use haptic interfacesrtoemt over a communica-
tions network. Each user is presented the same shared mmért where he/she
sees the environment and the two participants’ avatarsngtance, whenever one
of the users moves his/her haptic stylus, the avatar of g&tchanges its position
in the local host. This new position information is sent te tither party (user B)
to update the position of the avatar on the remote host. Tdrerethe consistency
between what each user sees will be assured. The same tlimg @chen a haptic
device avatar collides with an object in the environmerg;ibw environment state
will be sent to the remote host to resynchronize the two itsa of the environ-
ment.

6.5.2.1 Issues in C-HAVES

Most of the work performed has been focused on collaborati@n a LAN or the

Internet using a best-effort channel. In information tealbgies, there is an un-
avoidable time delay. LAN networks also experience thisgehlthough such a
delay can be considered negligible (orders of microsegomdsreover, it is not

a fixed delay time. Every time a packet is sent, it can be rededarlier or later
than the previously sent packet. The variation of the netvamlay is known as
jitter. Related to the fact that several streams of data neagifzulating over the
network, users may be exposed to lost or out-of-order packetother factor to be
taken into account is the available bandwidth and througtgpdeliver information.

When designing C-HAVE applications, the following pointsstd be considered
as guidelines:

Stability. This is always a key design consideration in any hapticesystand
C-HAVE applications are no exception. Unwanted vibratiand unbounded forces
are not only distracting but are also potentially unsafetlier human operator, es-
pecially in medical applications [291]. Many network impaents, such as delay,
jitter, and packet loss, can easily result in unstable pevémce.

Fidelity: Haptic fidelity represents the quality of haptic sensatiomer a net-
work. Theoretically, 100% application fidelity means thz user feels the remote
user/environment as if they are local and touched diregtls bser [401].

Heterogeneitylt is quite reasonable to assume that a typical network&thNZE
application contains a pool of heterogeneous haptic dewidth which users can
interact with in the shared environment. Modeling and eténg with a haptic
device should depend upon many of the device’s attributeed) as the number of
degrees of freedom, the minimum and maximum forces, the spate, and so on.
Therefore, designing an abstract device-independentammient is the subject of
recent research.

Scalability Scalability measures the ability of a system to suppontgelaumber
of participants. The issue of scalability in C-HAVE appticas is different from
that in virtual environments. In a typical virtual enviroent scenario, thousands
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of users participate in a shared environment and can seeearcehch other and
the environment (for example in a virtual game environmedt) the other hand,
scalability of C-HAVE applications is limited to just a feveers. We argue that the
maximum number of collaborators in C-HAVE applications@sattive participants.
This is similar to what we encounter in the real world wheiis itnlikely that more
than 10 users will co-touch the same object simultaneo&slyexample, in a C-
HAVE Tele-surgery application there is a limited nhumber ofgeons engaged in
co-touching the patient.

ConsistencyThe concept of consistency implies that all the participame ex-
periencing the same exact state of the environment; whgtvilegy, hear, and feel
is synchronized across all the participants. The congigtehould be maintained at
two levels: the graphic level and the haptic level. At thephia level, the graphics
of the distributed haptic application should have the satate dor all the partici-
pants at any given time. At the haptic level, each partidigould feel the same
haptic interaction forces depending on the interactioragigm. Furthermore, the
consistency between the haptic, audio, and video scenefdsilso be maintained.
Finally, consistency means that the application maintaiceherent state and re-
solves any conflicts arising from multiple users co-toughime same object.

Implementing a consistency assurance mechanism is antiessask when it
comes to developing any peer-to-peer distributed virtnalrenment application.
Such a mechanism is responsible for ensuring that every padieipating in the
C-HAVE application keeps a consistent view of the environie

When it comes to consistency, distributed applications eaorbanized into two
categories: discrete and continuous applications. Dis@gplications change their
state only in response to user-generated operations. Eeampsuch applications
include distributed white boards and shared drawing tddlsGontinuous applica-
tions, on the other hand, not only change their state in respto user-generated
operations, but also to the passage of time. Examples o #ygslications include
multiplayer games and distributed virtual environmentgeneral.

The most popular consistency assurance mechanism usegatfoagplications is
Dead Reckoning (DR) (especially in gaming). In Dead Reakgrit is assumed that
the behavior of each object over time is predefined. The bbjate is locally mod-
ified by combining the received updates from networked gigdints to maintain
consistency of the environment. The resulting state isutated with respect to the
one that could have been obtained from the DR algorithmeltiifference between
these two states is larger than a preset threshold, an updatedcast to all partic-
ipants. The main difficulty with this algorithm is its pot@itto produce short-term
inconsistencies during the transmission of an updaterassbtd correct the error in
the predicted state. To solve the problem of inconsisteeyve has proposed an
alternative approach that uses the local lag and the tinpealgorithms [389].

Consistency mainly depends on the following factors: ustioas, the virtual
scene, and network conditions. Firstly, a virtual scene ltare static and/or dy-
namic objects (i.e. objects that can be virtually manigdat Secondly, the user
interaction within a virtual scene can include touching aistobject, pushing a
dynamic object, or grasping an object.
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Local Lag Algorithm In the local lag algorithm it is assumed that each opera-
tion is qualified with two timestamps: the time when the ofiereis issued and the
time when the operation should be executed at all nodes camtly. The differ-
ence between these two timestamps is called the lag valgerd=6.9 summarizes
this concept. As it can be clearly deduced, the longer thal lag value, the less
responsive the system will seem, however, using this alguorithe local copy of
the simulation on each node will be more consistent.

Site 0 Site 1 Site 2

Fig. 6.9: The local lag concept

Choosing an appropriate lag value is important in order karzz the responsive-
ness of the system and its consistency. Mauve proposed ¢hef asconstant local
lag throughout the execution of the application [389]. Toeal value is extracted
from two values: the maximum of the average network delaysranall partici-
pants and the maximum allowable response time of the apiplic& he latter value
is obtained from psychological tests and is more or lessestitsg [278]. Chen has
also proposed an adaptive approach for choosing the laggablae [74]. Using sta-
tistical sampling, the next minimum duration of networlelaty is estimated, and
the local lag value is corrected accordingly.

Timewrap Local lag by itself cannot solve the entire consistencypfam. There
will always be times where, due to jitter, packet transnoisgakes longer than the
local lag time. In this case, these packets are processatlyldiefore being pro-
cessed by the other participants, resulting in inconsis¢ésn Mauve proposed the
timewrap algorithm in order to deal with such short-termoinsistencies, thereby
ensuring complete consistency for all the participant$.[IBe timewrap algorithm
involves periodically correcting any short-term incotsigies by rolling back each
loop to a base state where all the operations are receiveataltyl produced, and
the base state occurrence is re-executed. This can be simadhar the following
steps:

e Receive an operation or produce an operation locally.
e Save the received or produced operation in the operatibmlascending order
according to its t*, where t* indicates the time the openasbould be executed.
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e Save the state of the system, St, in the state list accordipgvhere t is the time
when St was the state of the system.
e Every T milliseconds, where T is a preset period of time, genfthe following:

— Retrieve the base state Si, where Si was the state of trensysinilliseconds
ago.

— Perform all the operations stored in the operations listzben the time of Si
and the current time by applying them to Si according to thieipnological
order indicated by t*. Each time an operation is applied réhw state replaces
the old one in the state list.

Safety The haptic device should not cause any harm to the user. AACEH
application can become unsafe if the haptic device becomstlbie. In such a
case, the application is completely useless!

Network LatencyWhen transmitting over a non-dedicated network such as the
Internet, data packets might be delayed by buffering, msiog, transmission, or
propagation. This delay varies depending on the physistdudce between the com-
municating parties and in accordance to the state of the conwation network.

Fukuda et al. [121] aim to solve the problem of distant haiptieraction. Their
system is based on the idea discussed in [256] in which faredlfack degraded
when the delay was about 30 ms. Abrupt forces occurred de fatt that the force
is computed in proportion to the interpenetration betwdenhaptic device and
virtual objects. With excessive delays, the penetratigoitdean be very large, which
results in excessive forces applied by the haptic devidhisiresearch, a new haptic
network-tolerant force-feedback algorithm is proposededal with these excessive
forces. A basic task of manipulating a virtual object alorigaak is reported, and the
results suggest force feedback is adequate under the immmaitthe 100 ms delay.
However, this system fails to handle the problem of distedisynchronization.

The delay is critical for applications that involve sitwats such as multiple users
lifting a virtual object together. In [75], the results sheavthat when the round-trip
is less than or about 300 ms, the synchronization contrahfshared virtual object
motion is effective. However, the haptic interaction iseated. At 120 ms, round-
trip forces were somewhat oscillatory, and that led theigipgnts to release the
virtual object. This is one example of how a network delay rhayacceptable in
terms of visualization but not for realistic haptic feedkac

When collaborating in a distributed haptic assembly sinmtataboratory test
experiments show adequate haptic interaction for delaysssfthan 60 ms [292].
For larger delays, haptic interaction in the case of caltisibetween the grasped
objects may be affected. An experiment was carried out ltwabein (Spain) and
Queen’s University, Belfast [182] with a 53 ms round-tripageand the results were
satisfactory. In [203], during a cooperative session, thend-trip delay between
MIT, Boston and UNL, London was about 90 ms. Various techesgfor reducing
the transmission delays have also been presented. For Exaangamping factor
and an algorithm for collision prediction were added.

Many authors believed that a latency of greater than 60 msepts usable col-
laborative haptics [340]. However, Shen et al. [341] fouhdtt considering only
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solid objects, a 90 ms round trip latency was the threshaldhéptic device sta-
bility. In addition, the authors in [47] have shown that wépecialized physics, in
surgical environments with soft objects, round trip laieacof 320 milliseconds
can be accommodated. This implies that locations on oppsaies of the globe
can share haptic environments.

Network Jitter In any network environment, there is no fixed delay for packe
transmission. Every time a packet is sent, it can be recedaglier than the previ-
ously sent packet. The variation of the network delay is kmaw jitter. It has been
shown that jitter has the greatest impact on coordinatiofopaance when the la-
tency is high and the task is difficult [281]. From the useesgpective, the effect
of jitter - with a fixed network delay - makes him/her feel ttta¢ object's mass is
variable [158].

One way to smooth the jitter has been proposed by Gautier 28] where
messages are multicast to all participants who share a symizkd clock. A times-
tamp is attached to each updated message, and at the resiéevéire processing of
the received packet depends on their timestamps and notitheiof arrival. This
approach has two main advantages: the ease of implemengatibthe application
independence. However, these advantages come at the asirafreased overall
delay.

Packet LossPacket loss occurs due to deficiencies in network operatichre-
sources, which are mostly caused by network congestiorM@mbielming increase
in the amount of traffic that goes into the network). Addiiiy, the queuing strate-
gies that are implemented in intermediate routing nodesragte the conditions
and the rates at which packets are discarded.

When dealing with position information, the loss of packetases a small dis-
continuity in the object’s position as felt by the remotelabbrator. However, the
loss of large bursts of position packets can easily impeded@tract collaboration.
Therefore, transport protocols prioritize transmittedkeds and treat them differ-
ently based on their corresponding importance. For instapackets that need re-
liability (usually named key update messages), such as kepaeporting a col-
lision between the shared object and another object, arallysielivered using
acknowledgment-based approaches (either positive otinegaknowledgment) to
ensure reliable and timely transport. On the other handgta¢hat do not require
reliability, such as transient position information, ae@tsusing pure best-effort ser-
vices such as UDP.

The main effect of packet loss is that it minimizes the fommdback effect on the
shared environment objects by reducing the intensity ofdhee [354]. Eventually,
it leads to a desynchronized environment mainly by desyrghing the objects’
locations [158]. Furthermore, packet loss leads to conafie jitter, which in turn
causes rebound or vibration forces that lead to instability

Haptic RenderingNot only is consistency a challenge, but providing rekabl
and compelling haptic interaction is as well. On the one hamere needs to be
fast computation for consistency so unstable haptic feddisaavoided [24]. On
the other hand, the high update rates of haptic feedback alith network delays
degrade the force rendering performance. The case of vegysgrsynchronization
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exacerbates the problem of unstable haptic rendering nBtarice, the case of two
users manipulating the same deformable object, where emth the influence of
the other user on such an object, has been shown as a staéetitn [24].

When an operator is interacting with a remote environmerg, tdithe network
delay, a virtual object can be penetrated before its copesition is received, which
may result in rebound or vibration forces [354]. In the cafsgreat distances, such
as in undersea and outer space operations, it is challetimgintain stability in
force feedback. Therefore, maintaining high update rateke haptic servo loop,
combined with the complexity of the sensory motor systenkendaptic rendering
one of the most challenging issues to be addressed.

Latecomer SuppartOne of the major issues that applications in shared envi-
ronments need to address is the ability for participants wiive late to join an
ongoing simulation. Existing approaches for latecomepsuphave been maturely
investigated using audio and/or visual media and are yshaltdled by either the
transport protocol or by the application itself (at the agadion layer). However,
applying the same mechanism for haptic simulation has rdvgen widely inves-
tigated and needs further research.

6.6 Architectures for C-HAVE

Fundamentally, there exist two network architectures éonate haptic collabora-
tion, namely the client-server architecture and the pegreer architecture, in ad-
dition to several other hybrid architectures (as elabdrat¢243]). These architec-
tures, particularly when incorporating haptic interactibave two major concerns:
consistency and responsiveness (as a result of netwodbildli, delays, and/or
jitters).

Client-server systems provide high consistency; howetes; suffer from low
responsiveness. Due to the fact that haptic applicatiangnehigh responsiveness,
most collaborative haptic applications use the peer-tr-piéstribution model. In
order to compensate for lower consistency, several cemsigtcontrol algorithms
have been proposed to synchronize how the collaborativeommrent is shared
and manipulated by distributed participants [248]. Thel gothe design of HAVE
applications is to find the best tradeoff between responss® and consistency.
Furthermore, important factors shall be considered in #&gh process, such as
object scalability, heterogeneity of haptic devices, aabifity and safety of haptic
interfaces. This justifies why many researchers are inyattig the suitability of
hybrid architectures for HAVE applications, where bothhétectures are combined
in order to control the tradeoffs between consistency agparsiveness.
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6.6.1 Client/Server Architecture

The client-server architecture is composed of a cent@lsgver and one or more
clients that are connected to the server via a computer miet{@s shown in Fig-
ure 6.10). The server maintains the simulation of the shhggtic environment
and updates the clients with environment changes. Thetslieneive the rendered
simulation (graphic and/or haptic rendering) that they e&w and interact with.
Any interactions between the clients and the simulatiofirenment (graphic and/or
haptic) have to go directly to the server that updates the sfethe simulation ac-
cordingly and eventually sends these updates to all thatslie update their local
representations of the environment. As for haptic intéoast each client sends the
time-stamped haptic device position and receives thedaotien forces that should
be applied by the haptic display (device). That is, the lcagndering, including
collision detection and force computations, take placeaserver side.

Server

—N
Client { \
0 — 0) —

Client Client

Fig. 6.10: The client-server architecture for tele-catledtive haptic applications

The client-server architecture’s distinguishing featigrés ability to maintain
consistency among participants, as the application satred and maintained by
a central server [243]. Therefore, managing and updatmgltared environment for
all clients is straightforward, and usually synchroniaatof the client’s view is not
a major issue. Additionally, many researchers argue ane i@nonstrated that this
architecture generates acceptable levels of latency &ied[R43]. Furthermore, the
fact that the environment is completely controlled by a #rgerver simplifies the
start-up of applications, particularly if we consider @imers joining the applica-
tion environment. A latecomer does not need to contact evadg in the network to
inform them about their presence or to compose the stateattared environment.

On the other hand, the client-server approach suffers friaw déimitations. First
of all, the architecture is characterized by limited regdeeness. That is, all inter-
actions between any two clients have to go through the desgtreer, which results
in excessive delays and jitter are considered a major isseealthe fact that they
cause haptic interface instabilities in haptic applicagiavith strict communication
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requirements. This is not tolerated in most haptic appticat Second, scalability
is another major issue in the client-server architectureesadding too many clients
makes the server a bottleneck. Third, centralization mtéeighe system has a sin-
gle point of failure problem; if the server fails, the applion will be inaccessible
to all the clients. Furthermore, clients will not be able ¢arenunicate among each
other because all communications have to go through theséiwnally, consider-
able client resources are being wasted because clientsrosidg plenty of pro-
cessing and/or storage power of their own. The client-seaehitecture requires a
high-duty server that is able to process complex computamd service all clients
with minimum processing delays.

6.6.2 Peer-to-Peer Architecture

In the peer-to-peer architecture, every participant (@rpmaintains a local replica
of the HAVE application with which the client interacts aridws. Therefore, the in-
teraction with the HAVE application is happening locally,isis considered of high
responsiveness. However, each peer should communicdtgatactions and up-
dates with all other peers in the network to maintain the isb@scy of the environ-
ment view across all network peers, as shown in Figure 6.4é.rMajor advantage
of the peer-to-peer architecture is high responsivenese shere is no interaction
between the client and a server. This is the reason why deN&XE applications
adopt the peer-to-peer architecture [181, 308]. Furthesnmueer-to-peer architec-
ture makes better use of the distributed client’s resoudeesto the distribution
of processing and storage load across the network peerstyprical peer-to-peer
network configuration, the following interaction proceewccurs:

e Each peer runs and maintains the simulation locally andants through the
haptic device with the end user.

e As aresult of user interaction, the client updates the &irtmvironment, calcu-
lates the reaction forces locally, and renders the intenad¢brces directly to its
end user. The client might incorporate any received updatssages from other
peers into the haptic and/or graphic rendering of the lo@w\of the HAVE
application.

e The client broadcasts an update message to all the netwerk fzeupdate their
local views according to the client’s interaction.

e Other peers receive and handle the update messages byngpitiatistate of the
application according to the new updates from all other pe@d generate a
new local state of the application. Notice that for reaistaptic interaction, the
update rate should be as high as 1 kHz, which is achievablésitase because
the haptic rendering loop is completely local for every peer

Responsiveness and scalability are the distinguishirtgifesof peer-to-peer ar-
chitecture, and that’s why it is the most commonly used &echire in haptic appli-
cations. However, maintaining the environment consisténnot a trivial task since
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Fig. 6.11: The peer-to-peer architecture

the state of the environment is computed by each clientiddally and eventually
delivered to the peer clients. Furthermore, the peer-&y-peheme consumes signif-
icant network bandwidth due to the huge traffic generatedibgits communicating
their states with other participants. Finally, the proaedor latecomers joining the
application is not as intuitive as in the case of the cliert«er architecture. Late-
comers need to communicate with all other peers in the n&ttmrcompute the
current state of the environment and generate a consigemntof the application.

6.6.3 Hybrid Architecture

To inherit benefits from both client-server and peer-toreehitectures, hybrid ap-
proaches have also been proposed. For instance, one appegadres the use of a
Lock Manager server. In order to interact with a particulgeat in the environment,
a participant has to request to lock the object from the Loandyer [159]. If the
object was not locked by another participant, the permissE@ranted and the in-
teraction will take place. The interactions with the loclodsjects are communicated
with all the peers. Therefore, consistency is guarantegidhle approach is limited
since only one user is interacting with an object at a timeusThhis approach is
not applicable to applications involving simultaneousruseraction with the same
object.

The Synchronized Interaction Request Resolving (SIRRhigecture is pro-
posed in [342] to handle multiple users simultaneouslyrading with the same
object. In the SIRR, when multiple users intend to co-touadoimon object in
the environment, a central server (called the interactianamger) is used temporar-
ily to organize such an interaction. The central server ta&is and manages the
state of the shared object during the interaction. The nate sif the object is then
communicated to all the participants.
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Another hybrid architecture, proposed by Marsh et al. [2&3p use a roaming-
server. This means that a server that acts as a simulatidnesiggstrategically
placed at each local area network. Clients connecting tasyiseem will choose
their closest simulation engine (the one residing on tloeiall network). Therefore,
the client-server approach is adopted within the local asgaork to keep delays
minimal, and the peer-to-peer approach is adopted for tiee-server communica-
tion (across different local area networks). Consistes@aisily ensured within the
same local area network. If a short period elapses with nbtieecusers interact-
ing with any object in the environment, all the servers arplaged in an inactive
state [159].

6.7 Communication Frameworks for C-HAVE Systems

The problem of communicating multimedia data that incoapes haptic data has
been the subject of research for the last decade. There kavetbree branches in
handling this research subject: (1) improve the controllmaisms at either ends of
the communication to accommodate the unpredictable behafiihe network, such
as through the use of delay compensation techniques [1&8f, §moothing algo-
rithms [281], or haptic data compression (application lleedutions), (2) designing
novel transport protocols or adapting existing ones fottibagata communication
(transport layer solutions), and (3) designing statistimaltiplexing communication
frameworks (application level solutions) to handle the nmmication of multiple
media, including the haptic media.

6.7.1 Compression and Control

As previously discussed, the data for non-linear hapticiengtht stores haptic sur-
face properties, etc., is small in size, and once it is trathsd it does not need to
be transmitted again until the properties are changedakihaptic media, such as
position, velocity, acceleration, force, torque, etcmisch smaller, but its transmis-
sion rate must satisfy the 1kHz critical condition. Sinseupdate rate is very high
compared to audio-visual media, its bit rate (the numberitsfthat are conveyed
per unit of time) is also quite high, so linear haptic mediad®to be compressed.
In the early stages of haptic media compression, a stochegtiroach was ex-
ploited based on the fact that the changes between eacheseafyst of linear haptic
media, namely position, velocity, and force, are consiolgramall. With a DPCM
(Differential Pulse Code Modulation)-based compressidreme data can be sig-
nificantly compressed by reducing the required number sf[tb7]. This scheme
transmits the initial value, and then only the differences guantized and trans-
mitted. At the receiver side, a current value can be restbyeddding the current
difference value and the previously stored value. Sincedifierence values are
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much smaller than the original value, the number of bits edei® quantize the
transmitted values can be reduced. However, packet lossutemtantially affect the
very sensitive linear haptic media, therefore, the exalttevahould be sent within
a certain time period. Shahabi et al. [337] extended thiskwod adopted ADPCM
(Adaptive DPCM); the difference values get bigger as oneandkie haptic device
faster, so the quantization step size becomes larger toranodate this fast motion.

Statistical approaches help to reduce the whole amounttaftdebe stored or
transmitted, especially when there are many haptic dews@éved in an applica-
tion and a huge amount of data needs to be dealt with. Howiéveal time appli-
cations such as tele-operation and tele-presence systertekan into account, the
1kHz update rate requirement for better fidelity and stghifiakes it less efficient
in terms of the amount of data, and even maintaining thelgtabi the application.
For example, 3-DOF velocity data can be represented by 1&shyt assigning 4
bytes to each component. If this data is transmitted thrabghinternet, UDP/IP
can be used to carry the data, and the header size is 24 bytpagiet (20 bytes
IP, 4 bytes UDP). Because of the 1000Hz update rate, evergleasfithe velocity
data needs to be immediately transmitted, and the netwsdurees end up being
abused by the overhead headers of the network protocolnittivated the advent
of the perception-based deadband approach [164].

Based on Weber's law, the perceptible difference of stimitensity is a well-
known psychophysical finding that is represented as a ptiopai relationship with
the size of the base stimulus intensity. For example, censidperson holding a
weight of X grams as a reference. By gradually adding weitfigy would then
only perceive a weight difference once a weight of Y gramsldeal. If the reference
weight is doubled to 2X, 2Y grams is needed to notice the waldference. It can
be written as:

Al
=
where | is the base intensity of stimulation afidlis the added intensity required
for the difference to be perceived, called the Just NotileeBifference (JND). The
constant is called the Weber constant and varies with stistypes and receptors.
In this approach, a sample of haptic media is sent first, anthansample is sent
whenever the intensity difference exceeds the JND. If tiferéince is not percepti-
ble or is lower than the JND, the current sample is droppechahttansmitted. On
the receiver side, during the time interval where no new paakrives, a modified
‘hold last sample’ estimates the current sample based otintfeeinterval and the
last sample received while considering the passivityitalof the whole system.
This method was applied to a tele-operation system that ase®OF haptic de-
vice in [164]. The measured velocity was transmitted from (Oferator) to TOP
(tele-operator), and the measured force was transmitted ffOP to OP for the
force-feedback control loop. They could set the Weber @mgb 10% with sub-
jects barely noticing or not being disturbed at all, and theket rates of velocity
and force were reduced by 25% (velocity) and 5%(force) ofdhginal rates of
1000 Hz. The modified 'hold last sample’ to guarantee theilgtals further intro-

K, (6.1)
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duced in (Hirche2005) and (Hirche2005a). The stabilityésis further investigated
in [216, 167, 166].

This approach was then applied to 3-DOF cases by introducsghere-shaped
dead zone [163, 161]. In this case, the sample differencere@esented as a 3-
dimensional vector, and the sample was transmitted onlywhedifference vector
was outside of the dead zone. They could achieve 75% and 9@d6tiens of the
packet rates with Weber constant values of 20% and 5% regglgctvith subjects
barely perceiving the degradation of the interaction dyali

The packet rate reduction could also be increased by addprgdiction algo-
rithm. The predictor predicts the next sample of haptic méxdi extracting the pre-
dicted value from the current sample. Since the same poedietre used on both
sides of the tele-operator system, the receiver side useprédicted value when
packets do not arrive [162, 407, 199]. However, the preafictan be substantially
degraded when the signal is affected by noise, especiallyefocity predictions that
are derived from the position data that already containendiinterseer et al. [165]
adopted a Kalman filter to reduce the noise level before ptiediis applied. They
could considerably reduce the packet rate of velocity wéilsuring that the force
was not affected significantly.

Furthermore, Zadeh et al. [406] investigated how the vegloai a hand move-
ment affects the force JND. In their preliminary experimehey found that for
low velocities (0.03-0.05m/s) the average force JND opgdsehe movement is
51mN, and for high velocity (0.22-0.28m/s) it was 97.7mNeid force (force in
the same direction as the subject’s hand movement) JND wés¥®and 89mN,
respectively. Based on this finding, while the user’s haral isotion, the force JND
increases so that there is more room for increasing the assjon rate. Kammerl
et al. [200] modified the previous perception based commestheme based on
this finding by using a modified Weber's law:

% =k+aJ, (6.2)

wherelJ is a dependent stimulus intensity that affects the basaikigrintensity
I, anda is a constant. They applied this to velocity and the forceibdactors and
obtained the size of the applied velocity-adaptive deadiunds with:

4 = (Kot [%]) - fiml, (6.3)

where|x;| and|x| are the velocity and the force respectively. Alsgs the cur-
rent time andm is the time when the last packet was transmitted. In theiegxp
ment, they could achieve an additional data reduction 068986 compared to the
previous Weber-inspired approach without perceptiblydiripg the quality of the
force-feedback interaction.
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6.7.2 Transport and Network Protocols

Only a few communication protocols have been designed fdtimmedia applica-
tions since it is difficult to capture the widely varying réeuments of different me-
dia into one generic protocol. The generic transport-lgyetocols (namely Trans-
port Control Protocol (TCP) and User Datagram Protocol (J2Pe used by sev-
eral multimedia applications. Only a few protocols haverbpmposed and evalu-
ated for haptic applications (such as SCTP, Smoothed SGgt TCP, RTP/I, and
STRON).

TCP provides several services that have a negative impdeitic applications,
including error control, sequence control, loss controd duplication control. If a
haptic update is lost during transmission, all the upddtasfbllow will be need-
lessly buffered on the receiver side while network resaiere being exhausted in
order to re-transmit an obsolete one [98]. UDP does notstifien any of the draw-
backs of TCP, however, it does not fully suit the reliabiligguirements of haptic
applications [98]. For instance, UDP has lower jitter andbnéfering delays be-
cause it does not resend lost packets [98]. Nonetheless,reXD&ns the most pop-
ular transport layer protocol for real time applicationsl dras consequently been
used as the transport protocol for many haptic data comratiaitinstances.

The Synchronous Collaboration Transport Protocol (SC3 Binilar to the UDP
protocol in that most of the messages are sent unreliablyt \ifiars is that key
messages are sent reliably. It also differs from UDP in thguence numbers are
used for packet ordering. For each key message, a timer,issetif a timeout
occurs before receiving the acknowledgement of the messagestion, it is resent
as a key update [347]. It has been proven that for collah@ratpplications, SCTP
performs better than protocols with negative acknowledgmg47].

The Smoothed SCTP protocol adds a jitter smoothing mecdmattighe SCTP
protocol. On the sender side, the Smoothed SCTP and regQIEP $rotocols are
the same. However, on the receiver side, each receivedalisdqaiced in a “bucket”
according to its timestamp. The receiver constantly chéoksipdates that have
been sent at a constant rate (measured in millisecondsi émelcase that an update
is found, it is retrieved from the “bucket” and forwardedhe application [98]. This
means that all updates, including the ones generated ypea# processed with
constant delaysdt).

Light TCP is inspired from TCP and supports the concept ofsags obsoles-
cence. The sender queue accepts update messages from libatiappand pro-
cesses them as follows [98]: (1) a key update is placed atrtti®tthe queue and
marked as a key message in order to prevent it from being cgré2ga normal
update can replace older normal updates for the same shiajeszt, and (3) unac-
knowledged update messages are placed back in the queuagaives updates from
the same object have been produced by the application. Aetiever, a received
update is immediately forwarded to the application if itgueence number is bigger
than the last received update’s sequence number, otheitvissdropped. There is
no buffering.
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The Real-Time Protocol for Interactive applications (RJF an application
layer protocol designed for general network distributedriactive applications, and
haptic applications fall under this category. The commatgid messages are cate-
gorized as: event, state, and request-for-event packés$. [&n event packet carries
an event or a fraction of an event. A state packet carriestieeestate of a sub-
component in the environment. The request-for event packet used by partici-
pants to indicate that the transmission of a subcomponstatis is required by the
sender [248].

The design of transport protocols that optimize data trassion for HAVE
interactive applications is not well explored. A few approes exist, such as
the Real-Time Network Protocol (RTNP) [378], InteractivedRTime Protocol
(IRTP) [289], and Efficient Transport Protocol (ETP) [3950t with limited re-
sults. The first model includes a priority mark in the packais still leaves the
network jam problem unresolved, and IRTP is not widely depetl. ETP aims at
optimizing the available bandwidth within a network so ttie highest number of
packets is sent without affecting each packet Round TripeT{RTT). In ETP, the
device controller is aware of the actual RTT at any time. Hrigmportant issue in
C-HAVE systems since, if properly designed, the haptic deeontroller can make
decisions to counteract the effect of communication delay.

The research presented in [65] proposes a framework of Rélservice (QoS)
management for supermedia tele-operation systems. Imvthis, latency-sensitive
supermedia streams are encoded using redundancy codecaresmditted over mul-
tiple overlay paths. The overlay routes and encoding redncyglcan be dynamically
tuned to meet the QoS requirements of the supermedia strieacosnpensate for
network performance degradation.

The authors in [216] proposed a haptic data transport schieateeduces the
transmission rate by using adaptive aggregated packetizand priority-based fil-
tering. The proposed scheme adapts the transmission dessand buffering time
of haptic events to the current network state based on trey deld loss effects
of each haptic event. In order to offset jitter with a smallymut delay (delay to
handle received packets and eliminate jitter), an intramg@ghchronization scheme
with dead reckoning is used. The priority-based haptic efit@ring and network-
adaptive haptic event aggregation of the proposed trahspbeme have resulted
in a lower transmission rate than the other transport schéReed-Solomon FEC
error control, selective ARQ error control, and congestiontrol).

ALPHAN [12] is a protocol that uses a similar approach, buises a multi-
ple buffer scheme to prioritize and optimize media datasiem Additionally, AL-
PHAN uses the HAML description language [102] to define thaiaption require-
ments and pass them on to the network protocol. The protagpuEats the notion
of key updates, which is widely supported by most of the ltaptimmunication
transport layer protocols. This is done by implementing ppliaation layer relia-
bility mechanism that is only applied to key updates, whidemal updates remain
unaffected. ALPHAN also makes use of the Multiple BufferidB) scheme. In
this scheme, every object in the application is attributedrading buffer. Allocating
a buffer for each object permits the decoupling of updatesirassions for differ-
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ent objects, especially if they are independent from eabkratr they need to be
prioritized based on user and/or application preferences.

Figure 6.12 shows a high-level view of the ALPHAN architeeturhe Protocol
Manager Module connects all the components and interfacestlg to the appli-
cation. The Simulation Module holds both the graphic andibaimulations. The
Sender Module comprises the sending buffers. The updat¢site placed in the
buffers are sent as soon as possible according to theiitgribhe Receiver Module
is responsible for receiving updates and handling themkHyaupdate is received
by this module, an acknowledgment is produced and buffaredea acknowledg-
ment queue where it is retrieved by the Sender Module. Alltbeates received by
the Receiver Module are buffered in the Update Relayer buiffee Update Relayer
Module is responsible for relaying packets to the Protocahlber at the appropri-
ate time (which is inscribed in the timestamp of the upd&eh a mechanism is
necessary for the implementation of the local lag algoritbntonsistency purposes
or other jitter smoothing algorithms. The Network SensingdJle is responsible
for calculating the Round Trip Time (RTT) value and detegi@my disconnections.
The Network Time Protocol (NTP) Module is used to synchrertize simulation
timer with the timers of the other participants’ simulaton
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odule Protocol Manager ! i

1
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GCaontrol Module -

Haptic Loop
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Fig. 6.12: High level view of ALPHAN architecture

6.7.3 Statistical Multiplexing Schemes

Statistical multiplexing is a proven technique used to iovprthe efficiency of com-
munication over a limited bandwidth network [73]. The pipie is that a group of
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media channels share a limited bandwidth that is allocateal foame-by-frame ba-
sis by a centralized controller (the multiplexer). Thiswes that the channels with
the most demanding QoS requirements are allowed to borraw bemdwidth than
channels with less QoS requirements. Most statisticalipieiing research is done
at the transport layer (especially ATM networks [73]). A¢ ipplication layer, there
has been very little effort in using adaptive multiplexess dommunicating multi-
modal data that includes haptic media [337].

One of the few works in this area involves dynamically colitrg the arrival
rate of multimedia data by switching the coders to differentpression ratios
(changing the coding rate) based on the network conditiB@3][ The technique
was tested with audio media, and it was found that the linkoperance is signifi-
cantly improved in terms of reducing the probability of datbicking and enhancing
the multiplexer gain.

The work in [408] investigated the use of self-organizingna¢ networks to de-
sign a statistical multiplexer for video streams. The psguzbapproach uses multi-
ple video coders followed by a multiplexer that generatesapgregate sequence
for several video streams. Three control methods are peapgsriority control,
rate control, and a combination of both. The neural netwgreach performed
very well in improving the packet loss, as compared to theri@idRobin (RR) ap-
proach [304], and in smoothing the variations of delaysgisatte control.

Lately, another application layer communication frameéwfmr a synchronous
haptic-audio-visual communication framework, named Agnhas been proposed
in [104]. The authors propose to use a statistical multipigscheme that is adapt-
able to both the application requirements and the netwodngés. Admux uses
multiple channels that enable it to enforce media priatian since each channel
can be treated differently by the multiplexer. For examghe, haptic channel can
be assigned a higher priority level than the audio and videmeels. Finally, Ad-
mux is based on UDP, which means it is Internet-based. Arnveexgrof the Admux
communication framework is presented in Figure 6.13.

The application generates multiple streams of media datat &f all, these
streams are compressed using different codecs (dependlitige anedia type), and
then the compressed streams are multiplexed using the Mgk i§Figure 6.13).
Based on the available network resources, the multiplexeauhically re-configures
the codecs to comply with the available resources. The HAQHS defines the
transport and multiplexing requirements, such as the tyuafi service parame-
ters for each input channel, the multiplexer configuratieta, It also contains the
number of input channels, their respective network requéngs, and the associ-
ated codec configurations. Finally, the network interfagekgtizes and transmits
the multiplexed stream using a particular underlying tpamsprotocol (UDP in the
case of Admux). The inverse of this process is performedeatébeiver side when
the received data is de-multiplexed and forwarded to theesponding destination
channels and eventually displayed using the appropriteeface.
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Fig. 6.13: Overview of Admux communication framework

6.8 Quality of Experience in Multimedia Haptics

Quality of Experience (QOE) is the ultimate decisive fadtothe success and pop-
ularity of a certain technology. If the technology has a higbE then it will be
worth investing in, otherwise the cost will seem to outwetig benefits of the tech-
nology, and it will ultimately fade away [392]. User centstudies focus on the
concept that what really matters in any measurement attefrgptality is the user.
Quality of Service (QoS) can help determine the satisfaatidhe user, but it is not
guaranteed that a high QoS will lead to a high QoE.

Measuring the QoE of an application or of a technology is netraightforward
task. User reasoning includes many parameters and fastoitss not easy to quan-
tify their experiences. The haptic domain is no exceptianyédver, there is research
in progress to determine the QoE of haptic applications.

It is essential to establish some guidelines for deterrgirind improving the
QOE of haptic-based applications. Two concerns are:

e Will haptic hardware dramatically change in the future?s(tmight affect the
QoE)

e Will there be any side effects from the fact that there areeported cases of
haptic devices used in everyday life for a prolonged peridihte?

QoOE is gradually becoming an important measure for the atialn of multime-
dia applications. As Jain [191] puts it, we require impropedformance measures
over the well-established QoS measures to deal with thestitity of the user. The
relation between QoS and QOoE has been addressed in [39adhsf extending
the QoS metrics, the paper relates the performance measiuties QoS to QoE
measures according to quantified correlations. The resalthieoretical framework
for computing QoE using both QoS and QoE metrics.
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There has also been some work done in evaluating virtuar@mvients. The
evaluation methods and the aspects to be evaluated varndiegeon the type
of the application and the parameters to be evaluated. Basdet al.[29] con-
ducted studies to evaluate the haptic feedback role inlmmitdive human-human
and human-machine interactions in shared virtual enviems(SVESs). The evalu-
ation consisted of measuring response variables as weliag gjuestionnaires to
the users undergoing the experiment. Another approach &sune haptic benefits
is given in [141]. The authors directly measure physicabpsters generated by
the haptic device in order to assess the quality of the agupdic. They suggest that
this is a complementary approach to conducting a statistiozey after users test
the application. Some of the parameters that they choseladi@ in their physical
survey are gesture position and gesture velocity.

In [392], the authors discuss some of the methods and clgaiéein determining
performance measures in the context of virtual reality igppbns. They indicate
that there are three ways of assessing QoE performance rasasubjective ways
through interviews and questionnaires; task performaneasures through obser-
vation of the user; and a physiological approach via bi@abindicators such as
heart rate. Taking stress as an example, there are diresunesaents that can in-
dicate if the user is stressed under prolonged exposure tdualvenvironment.
Under stress, the sympathetic nervous system is activateidhlood volume, heart
rate, and respiration rate all increase. Ramsey [299] arthet measuring those
symptoms directly is more effective than a questionnaietdithree limitations:

1 People are mentally aware of their internal state (ematicondition) when,
under the same circumstances in the real world, they woulahally not be. For
example, users might experience stress or fatigue witheiagtmentally aware
of it.

2 People might not understand the implication of the respamthe questionnaire.

3 People may not wish to report feeling any symptoms.

In the following section, we have attempted to collect passparameters for
QOE evaluation of multimedia applications, including hepapplications.

6.8.1 Quality of Experience (QoE) Model

In this section, we present an example QoE model and the ¢axpised to orga-
nize the different parameters contributing to QoE for C-HEAspplications [145].
The taxonomy is based on subjective vs. objective metrissukh, the parameters
are divided into two groups: ones that can be measured lyifemtn the application,
such as forces and delay, and those that must be deduceddsynatlans, such as
a user questionnaire or behavior (like intuition). A diffat taxonomy stems from
the core definition of QoE as defined by Jain [191], where theotganization level
is comprised of two parts: the QoS and the user experience.uslr experience
can be further subdivided into four parts: perception messuendering quality,
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physiological measures, and psychological measures. higier level organiza-
tion, shown in Figure 6.14, reflects an apparent taxonomyafairtual reality ap-
plications evaluator, and at the same time, is more custistézdepending on the
parameters needed for the evaluation [145]. As an examelelapers wishing to
evaluate only the QoS of the application can disregard tbe @xgperience parame-
ters.

QoE
I
User
QoS Experience
Perception Rendering Physiological Psychological
Measures Quality Measures Measures

Fig. 6.14: Higher level organization of QOE model

6.8.1.1 Quality of Service (Qo0S) Parameters

QoS parameters ensure the smooth flow of the applicatioméouser or, in certain
cases, the customer. Most parameters are standard for ayrked application but
looking at synchronization, it can be divided into two partstwork synchroniza-
tion, which is common to network applications, and mediachyanization, which
is specific to the multimodal side of haptic audio visual esmiments. The following
is a definition for the most common QoS parameters:

e Response time: The time taken by a system to respond to amaltis measured
in milliseconds or microseconds.

e Latency/Delay: Time taken for the packet to reach from setwadestination. It
is measured in milliseconds or microseconds. From the sdorthe destination.
It is measured in milliseconds or microseconds. The diffesmurces of delay
are: (1) Propagation delay, which is the delay through aiphysnedium, (2)
Link Speed, which is determined by the link bit rate, (3) QuglDelay, which
represents the time spent in router queues, and (4) Hop Cwetete each tra-
versed router or switch adds queuing delay.

e Price: The quantity of payment or compensation given from gerty to another
in return for goods or services. It can be measured by a meldted to energy,
money, automation, or other efficiency of the service.

e Privacy: Deals with what personal information can be shavigd whom and
whether messages can be exchanged without anyone elsg gesim
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e Security: Is defined as the level of protection for the infation exchanged
through the use of multimedia technologies.

e Availability: Is defined as the ratio (or probability) of tera system or compo-
nent is functional to the total time it is required or expelcte function. Small
probability values for availability indicate bad QoS, wehhigh values indicate
good QoS.

e Bandwidth/Throughput: It is the amount of data transfefreth source to desti-
nation or processed in a given amount of time. Measuredajlgim bits/second
or bytes/second

e Network Synchronization: refers to the temporal relatitinking the various
media objects within a multimedia presentation. ExamplmeTrelations of a
multimedia synchronization that starts with an audio/sidequence, followed
by several pictures and an animation that is commented byidio Zequence
and haptic feeling.

e Media Synchronization (intra-modal): Refers to the tenapoelations between
media units within a time-dependent media object. For aoviglith a rate of 25
frames per second each of the frames has to be displayed fosd®. For haptic
data with 1 KHz, each of the data samples must be capturedigpldyed for 1
msec.

e Jitter: Difference in latency of network packets, usuallgasured in microsec-
onds or nanoseconds

o Reliability: is defined as the ability of the computer systana its components,
i.e. a haptic audio visual environment to consistently ganf according to the
given specifications

e Error: Sometimes C-HAVE packets are corrupted due to bitrercaused by
noise and interference. The receiver has to detect thisiamdse the data con-
tained in the packet is needed, may ask for this informatdvetretransmitted.

e Safety: Defines the aspects to be considered in order to tepie haptics en-
vironment properly and use it in conjunction with other pagral equipment
without damaging the environment and the users.

6.8.1.2 User Experience

The second part of QOE is the user experience. This is an tangagvaluation cat-
egory for the overall quality of the application. Even if thpplication possesses
excellent QoS parameters, users might still feel that tipéiegdion is not up to their
personal standards for some reason. The application maghienexciting enough,
not easy enough to use, or may cause dizziness, which isedfgr as cybersick-
ness.

Perception MeasuresAs depicted in Figure 6.15, perception measures mirror
how the user perceives the application. This is a usericergategory, and could be
unique for every user. Some users may get tired from the e, while others
may feel relaxed. Some might feel the effect of collaboratina C-HAVE, while
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others might need more stimuli. Each user may have a cegtof preferences and
modality choice.

‘ Perception Measures ‘
I

Side Effects Base of Collaboration Embarassement Satisfaction
Usage
Involvement Intuitive Motivation Preferences Telepresence
— — — !
: User-Object- Modality
Fatigue Cybersickness User-User User Choices
Task Completion . Place
. User-Object- Copresence
y - Presence
Time User-Object Object-User

Fig. 6.15: Perception Measures Parameters

Another point to consider is the fact that there are diffetevels of experience
among users. While a certain group of users could be very iexmed with virtual
reality applications and very dexterous using haptic desjiothers may be novice
users and less skillful. This variation in the level of expece will cause users
to have different perceptions regarding the applicationeWavaluating a HAVE
application, it is essential to include different categsrof users and to ensure that
the application suits a wide range of audiences.

Rendering QualityThe rendering quality relates to the quality of the thregoma
modalities, namely graphics, audio, and haptics. Each litpds evaluated sepa-
rately at first, and then eventually blended and mixed mudalare evaluated. As
seen in Figure 6.16, there is an emphasis on the haptics ityosiake it has very
stringent requirements in terms of feedback loops, whiaphtnaffect the stability
and transparency of the application.

Physiological MeasuresPhysiological measures are biological parameters that
are measured directly from the user’s body while they araguiie application.
These parameters directly determine factors such as dgkeess, stress, and brain
activity (Figure 6.17).

Psychological Measure$/nlike the physiological measures, psychological mea-
sures reflect the status of the user through observationatrdirect measurements.
Observation can assess the psychological behavior of,umerh as stress, with-
out hindering the user movements by including measuringcdsy Psychological
Measures are displayed in Figure 6.18.
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Fig. 6.17: Physiological Measures Parameters
Physiological Measures
I
Postural Muscle Salivary Facial Brain
Stability Activity Level Expression (wave)
Blood Skin Response Respiration Heart Rate Body
Pressure (Electrothermal) Rate Temperature

Fig. 6.18: Psychological Measures Parameters



6.9 Haptics Watermarking 195

6.9 Haptics Watermarking

With the wide availability and widespread use of differergdia in several fields,
such as entertainment, the medical industry, the militgtry, and with the recent ad-
vancements of haptic technology, it is expected that in #rg mear future the need
to protect haptic-enabled virtual scenes and environnfemts malicious attacks or
inadvertent tampering will arise. In recent years, digitatermarking, which deals
with the process of embedding information into digital dataan inconspicuous
manner, has been proposed as a viable solution to the neezpyfight protec-
tion and authentication of multimedia information. Examppplications of digital
watermarking include identifying the origin, owner, usights, integrity, or desti-
nations of multimedia content (e.g. digital images, vidaajio and 3D models).

Watermarking techniques are different from other intéilat property rights
methods in that they are imperceptible, they undergo theedaamsformations as
the content, and they are inseparable from the digital cdimevhich they are em-
bedded. In fact, the first requirement of digital watermagkiechniques, regardless
of the addressed media or application, is imperceptibilitys refers to the percep-
tual similarity between the original and watermarked d&deally, the perceptual
quality of the watermarked media must be identical to thgioal.

Recently, considerable progress has been made in 3D wateéngavhere the
main focus has been on triangle meshes, the most commoaldigjtresentation
of 3D models due to its simplicity and usability. Existingtesamarking techniques
concerning 3D meshes host the watermark by either modifyiageometry or the
connectivity of the surface (spatial domain) or by modifysome kind of spectral-
like coefficients (spectral domain). Accordingly, the watark’s intrusiveness can
be evaluated in terms of its visibility in the rendered vensof the mesh. The eval-
uation of 3D watermarking algorithms against the imperibdgy constraint has
been thus far exclusively based on the sensitivity of humarov to distortion.
Moreover, currently available perceptual metrics gemgraded to assess the qual-
ity of watermarked 3D meshes have been validated solelyugfirgpsycho-visual
experiments [86, 312].

Very recently, however, studies have been conducted by &aki: [323, 324,
325] to investigate the role of multisensory feedback ingheception of a water-
mark embedded in a haptic-enabled 3D virtual surface. ThH®eaglinvestigated the
following research questions: Is the haptic sensory cHanoee sensitive than the
visual sensory channel in detecting a watermark embeddadaptic-enabled 3D
object? Do watermarks inspected using multimodal feedifeiskon + haptic) re-
sultin very different detection thresholds from those dieté using a single sensory
modality (touch-only, or vision-only)? Or more importanttioes visual feedback,
when presented together with haptic feedback, improve ¢negption of a water-
mark embedded in a 3D mesh?

Sakr et al. [323, 324, 325] argue that while it is intuitiveatssume that a multi-
modal presentation of stimuli should lead to an improvenemperformance (e.g.
for watermark detection), previous research in human péare suggests other-
wise. Specifically, the role and possible advantages ofiseunisory feedback in
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roughness perception (the 3D watermarking process candaeded as a partic-
ular form of surface roughness) is quite complex as it cary waross different

experimental conditions, including the type of surfacegtitadevice used, surface
parameters, etc. The experiments were performed usingualsigptic interface

that enabled users to see and touch virtual objects at the keation in space. A
detailed analysis of the results was conducted to statlstiexplore the impact of

the considered modalities on the measured watermark aetebresholds across
different resolutions of the underlying virtual 3D mesh.

Overall, the results suggested that “haptic-alone” is gap¢o “vision-alone”
in detecting a watermark embedded in a 3D mesh; howeveingebn bimodal
visual-haptic feedback is better than any of the single ditbela In addition, it
was assessed that the impact of the selected modality oreticeptibility of the
3D watermark is independent of the chosen surface resplufioe work by Sakr
et al. [323, 324, 325] was a very important first step towaedahalysis of multi-
modal visual-haptic watermarking. The authors’ findings expected to stimulate
the reevaluation of existing mesh watermarking algoritifosng a vision-haptic
setup) and will serve as a basis for further studies in hajigital watermarking.

6.10 Closing remarks

Haptic applications are increasingly and subtly being useslr daily life activi-
ties in the form of vibrating phones, joysticks, game caliere, and force-feedback
controls. The next emerging idea will be pertaining to imsner tele-haptic envi-
ronments where multiple users can interact with each othevedl as with other
digital media (i.e. 3D graphical models, video, images,)dig means of touch, as
if a real world was in front of them. This research can havewaguful impact on
the development of a new breed of human-human-interactions

Even though several candidate standard proposals haveiriiesatuced by the
research community (such as HAML, X3D, GOTHI-05, etc.)r¢his no interna-
tionally accepted standard for haptic interactions andesgmtation. One of the
foreseeable efforts is the adoption, by ISO for instance, sthndard proposal that
provides guidelines for haptic interactions and standeptasentations of haptic
data and systems.

The communication of haptic media remains a major challendke research
community. The strict QoS requirements for haptic applicet (such as a delay
of 1 ms) are very hard to meet, especially for non-dedicagtd/arks such as the
Internet. For many C-HAVE applications to gain higher a¢abjity and popular-
ity in the general public, these applications should be wsigld the Internet net-
work because it is the cheapest and most acceptable netargokilblic use. There-
fore, finding a prominent solution for haptic data commuti@e remains a major
impedance to the proliferation of C-HAVE applications agdtems.

Finally, research is being done to investigate the coninbuof haptic modal-
ity to the overall quality of experience for end users. Thedamental question is
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whether the incorporation of haptic modality in multimedjstems would enhance
the overall quality of user experience. Furthermore, qoestcan be raised as to
how the advantages of enhanced senses outweigh the coddapifng to a new
technology. Moreover, how will users experience such achgas, and will they
will be overwhelmed or exhausted from interacting with ripét media?






Chapter 7
Touching the Future: HAVE Challenges and
Trends

7.1 Introduction

Many researchers insist that the field of haptics is stillténimfancy. Most of the
challenges discussed in the next sections are hot resegids in this field, and
some of them are currently being studied. Advances on eatchesk described
fronts are certainly to be expected in the near future. Aptlees of haptic devices
drop, gaming industries will be the first ones to take notivé exploit the technol-
ogy to complement their playing consoles, thereby creatismnificant advantage
over their competitors. Home rehabilitation applicatiovils most certainly follow.
Governments are desperate to reduce healthcare costsyelopieent of practi-
cal applications of this sort would be encouraged and funtredddition, haptic
technology will undoubtedly gain an important place in tdei@ation sector. New
educational approaches rely on visual and auditory derradists to describe un-
intuitive concepts to students; the incorporation of theseeof touch is simply a
natural progression of this trend to newer media. The fieldesfvorked haptics
will be the last to see any considerable advances. This islyndue to the fact
that it relies heavily on the state of the network. Hapticlagions have stringent
QoS requirements that most non-dedicated networks canmoagtee. Until these
network infrastructures are upgraded, networked hapttiations will continue
to struggle from the lack of QoS guarantees. Last but not,l@éaseased comput-
ing power will allow for the implementation of complex, mietoint, physics-based
haptic rendering algorithms to support more natural irtgovas with a virtual or
remote world.

7.2 The Golden Age of Haptics

There has been intensive research and development in HAVBaéogies in the last
few years, and some of these technologies have been conafimzdisuccessfully
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in certain areas, such as medical, gaming, and military§igl@9]. The da Vinci
minimally invasive surgery system is a good example of ssgfcé incorporation
of haptics technologies in the medical field. In the meanticoenpanies have been
manufacturing 3-DOF and 6-DOF force feedback devices, hagbtice of the de-
vices has become reasonable. In addition, high-qualitp<eeirce haptic rendering
APIs are available on the Internet, and a variety of haptinigt can be displayed
through them. In recent years, with the advent of hand-helités, finger touch has
become the main form of interfacing, and tactile feedbackhenfinger and hand
has become the intuitive option for consumers.

Many of the fundamental challenges, such as haptic rergland actuation tech-
nologies, have made magnificent progress in the last 10 yeas®ver, some major
issues remain unresolved. We conducted a survey of hafgtedepublications from
the last 10 years (January 2000 - December 2010) in majorghéint’ databases to
examine research trends. These databases were the &efittlectrical and Elec-
tronics Engineers digital library (IEEE Xplore), the Asgimon for Computing Ma-
chinery (ACM) digital library, and the Springer Publishidgtabase. We found that
the number of published research papers has steadily settewver time, as shown
in Figure 7.1. This demonstrates that haptic research hmesged increasing in-
terest by the research community. In addition, the last teary have witnessed
a significant increase in the number of publications spedifiaelated to tactile
feedback as applied to pervasive devices, marking a pateérgnd in haptics appli-
cations.

Haptic publications over thelast 10 years (2000-2010)
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Fig. 7.1: Haptic publication trend over the last 10 year©®2010)

Haptic technology is on a roll; more than 20 smart phone n®baVe already
adopted tactile capabilities to enhance the user experigncluding the Nokia N8
and Samsung Galaxy S series). However, much more is yet te.darthe next sec-
tions we provide thoughts about where haptic technologiek@ading and potential
research avenues in this domain.
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7.3 Human Haptics

One of the fundamental research areas that justifies thgratien of a haptic modal-
ity in multimedia systems is multi-modal cognition and psyphysics. Even now,
our understanding of how the body and mind perceive and resfmmulti-modal
stimuli is incomplete. While uni-modal cognition and psyphgsics are much bet-
ter understood, there are relatively few studies of mulidal integration due to the
difficulties in performing such experiments. Understagdiow the brain perceives
and responds to multi-modal media is a field that is still éniifancy. The follow-
ing subsections describe some research and developmettasplated to human
haptics that we consider important in the HAVE field.

7.3.1 Human Perception and Quality of Experience

Several usability tests have proven that the insufficierfcyppformation in haptic
technology impedes the possibility of full tele-presenegcpption. Users suffer
from a lack of in-depth information (the depth dimension§l goor tracking of
the relative position and orientation of the remote pastoits. Another perceptual
issue is the sense of space in the HAVE interactions. The ikste is that users
apply previous real world interaction experience in a sated virtual environment
that deviates from such realities and eventually createsusmn. The same ap-
plies for the perception of time. Due to the unavoidable yiela networked HAVE
applications, there will always be a drift between remotabeorators. This deterio-
rates the participant’s perception of time and createféurgynchronization issues,
particularly for collaborative tasks. Consequently, nuegg) the Quality of Expe-
rience (QoE) of HAVE applications is not a straightforwaadk, especially since
user reasoning includes many parameters and factors thabaeasy to quantify.
The haptic domain is no exception, however, as describedhapter 6, there is re-
search in progress to determine the QoE of HAVE applicatitiris still essential
to continue further investigation in this field and to esstblsome guidelines for
determining and improving the QoE of HAVE applications. A¢tsame time, there
are no reported cases of haptic device usage in everydafptifprolonged peri-
ods of use. Therefore, studying the side effects HAVE apfibo immersion is a
challenging topic that warrants investigation and redeésuach as the social impli-
cations). Another human-related haptic research trendvisftumans communicate
haptic stimuli. The association between what a user feeigevhat they perceive
still requires further studies and analysis. In particukearning people’s ability to
distinguish and associate complex haptic stimuli is a moaistésigning efficient
and highly usable haptic interaction paradigms.
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7.3.2 Physical Substitution, Social Implication, and theed for
Secure Haptics

Long distance communication has become very popular wighatlvances in the
Internet and its applications. With utility applicationscé as Skype, the world has
diminished in size, and video conferencing is a breezen§ewid hearing our loved
ones does not require traveling anymore since all we needaptap and a high
speed connection. Nevertheless, people do make an effoet wath the important
people in their life because video is not a substitution tgspdal bonding. With the
introduction of haptic multimedia applications, we can &yg our touch modality
in a tele-conferencing system. Through the advancemeramtichtechnology, we
might feel a lesser need to be physically close to other pdophe same geographic
location. Hence, our dependence on future technology naighbhge our physical
requirements. This, in turn, could lead to unforeseen sbelaaviours and compli-
cations. However, touch is essential for the developmeheafthy social and psy-
chological behaviours. For instance, infants who do notivecaffectionate touch
after birth can die within days or develop behaviours simiteautism [46]. Other
research has found that touching a loved one can dramgtiellce pain/stress
during a medical procedure [61]. Humans rely on the groupéiifect of touching
people, not devices! For example, the social acceptancengpater-based interper-
sonal communication (such as hugging a robotic device #paesents a remote per-
son) will affect the deployment of haptic interfaces. At Hzme time, these HAVE
applications impose several security and privacy conc¢graugicularly when used
for interpersonal communication like between a parent dild or between remote
lovers. Another issue is the susceptibility of communimatthannels; a malicious
party might compromise and obtain access to the hapticrirdtion/device. Would
they be able to illegally touch/interact with legitimatestss? Questions such as this
remain research issues, despite the few existing effosis [1

7.4 Machine Haptics

Although early prototypes of haptic devices were impleradrseveral decades ago,
it was not until the early 1990s, with the inauguration of Bt#ANTOM devices,
that development of such technologies took off. Nonetlselbaptic technologies
still suffer from several challenges that limit their largeale deployment in a wider
spectrum of applications. The following section summarizeme of the outstand-
ing issues that the haptic research community is curreatiiing.
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7.4.1 Novel Sensing and Actuation Methods

Three types of actuators are commonly employed for kinéstiaptic devices:
electrical, hydraulic, and pneumatic actuators. Each e$é¢hsuffers from weak-
nesses while possessing some strengths. For instancejcaleactuators have a
relatively low bandwidth and produce small torques withpees to their size. The
other two types of devices (hydraulic and pneumatic) ar@ddiantageously larger in
size, so their employment undoubtedly results in bulkigticadevices. Pneumatic
actuators suffer from stiffness and low bandwidth, whictkesathem impractical
for applications that require dexterity (e.g. simulatethsuy). Hydraulic actuators
have high bandwidth, but they are complex, pricey, and iveligt unsafe. There
exist several constraints, such as cost, size, weightstobss, controllability, and
bandwidth, that are impeding the spread of haptic deviaastie haptic devices to
become popular, novel sensing and actuation methods ate lyetuncovered. Such
technologies will be characterized by low manufacturind eaperation cost, small
size, light weight, high fidelity, energy efficiency, and higobility. We expect that
such methods will be revealed in the near future, partigufar tactile interfaces.

Natural haptic interaction with the environment occurstiyh multiple points of
interaction. For instance, when we grasp an object with oigefis, each finger ex-
erts a force on that object. Today, numerous haptic deviggsost only one point of
interaction. This means that the exchange of forces betteemser and the remote
or virtual object occurs through only one point of contadie Bupport of multiple
points of interaction is impeded by a haptic device’s budkisi Multiple points of
interaction will require more actuating mechanisms, whidhincrease the size and
complexity of the device, especially for kinesthetic degicObviously, such devices
are put into motion by actuators. Unfortunately, there isdé-off between quality
of actuation and bulkiness: the higher the quality of theiaictrs, the bulkier they
are. For instance, to increase the dexterity of a deviceemegrees of freedom are
required, implying that more actuators should be mounteithenlevice. Moreover,
to amplify the realism of the application, multiple pointsiteraction must be al-
lowed. This will dramatically increase the complexity oéthardware as well as the
software. Therefore, to optimize performance for a spes#icof applications, de-
vice designers must take the abovementioned realitieagtount in order to reach
a compromise between device size and experiential realism.

7.4.2 Hardware Design and Cost

Most force feedback devices consume more power compareddio-gisual de-
vices because they generate physical energy. In additemergting physical en-
ergy requires mechanisms that are much heavier. Eventhale devices are char-
acterized by poor power to weight ratios, so although theydstill be used in a
desktop environment, it would be challenging to make themapte. There have
been endeavours to make them lightweight by using stringfsthe bulkiness of
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mechanisms and actuators and the issue of power consungptostill obstacles
for mobile environments. Furthermore, due to the fact tbatd feedback devices
generate mechanical energy, an ergonomic design to evadeessary movement
when moving around the force feedback device should be fakeaccount. Tactile
devices using vibrotactile actuators are lightweight, dbaonsume much energy
compared to other actuators (pneumatic or piezo-electtigators for example),
and are used in most hand-held devices. However, in ordeotide rich feedback,
the tactile devices need to be equipped with many tactilesdots and cover some
part of human body. Furthermore, since the actuators shHmeilkept in physical
contact with the human body, users need to wear the devidtaghdat on the skin.
Many kinds of wearable tactile devices have been develdpgd;omfort has been
an issue.

Most commercially available haptic devices are too expenfair personal use,
which limits the deployment of HAVE applications signifidgn For instance, ap-
plications that simulate minimally invasive surgeries cast more than a million
dollars. While such applications can be afforded by big fastins like universities
and hospitals, other devices that have been fashionedfeoma use, while costing
much less, still struggle to find a receptive market. Forainsg, an at-home hap-
tic rehabilitation application with a multi-thousand dwllprice tag is unlikely to be
purchased by patients, regardless of the benefits.

7.4.3 Wireless Portable Haptic Devices

Most haptic devices are stationary (desk-grounded), sasbes workspace is lim-
ited (one meter spherical radius in the case of CyberGjass a result, the hap-
tic application scope is limited. Walking-based rehaaildn and immersive virtual
environments are two examples of haptic applications wireeemovement is re-
quired. To overcome this limitation, user-grounded pdealevices are being intro-
duced. There are two types of such devices: (1) palm or forggounded devices
and (2) back plate grounded arm exoskeletons. Both typéaestid wired connec-
tions to a computer to transfer haptic data. Therefore, @l@gs connection between
portable haptic devices and computers is an essentialstepds an intuitive, trans-
parent haptic interface. The high transmission rate ofibagita will be one of the
main constraints in the design of wireless haptic devicesua 1 kHz). However,
the advancement of haptic data compression techniquesnalte this constraint
easier to overcome. Therefore, depending on the data rétte cbmpressed haptic
data, a wireless technology will be selected. Another cairgtis the extra weight of
the portable power supply of the portable devices, whichukhibe optimized to add
as little extra weight as possible to the haptic devicese@ilse, users experience
fatigue during lengthy simulations.

1 http://www.immersion.com
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Mobile devices represent a significant challenge to huntampaiter interaction
designers. Their small physical stature implies that tirawial user interface tech-
nologies (such as keyboards, mice, graphic displays) arasefficient as they
are with regular computers. Furthermore, sound is of lichitalue as an interac-
tion means for mobile devices due to ambient noises andétiradiions caused by
other people in the nearby surroundings. Therefore, we\rethat touch is going
to become a lot more popular in the mobile industry (paréidyltactile feedback).
Indeed, several handsets today are already using tactiffoéek for tasks such as
pressing a virtual key on a touch screen, identifying infation on a web page, mes-
sage notification alerts, interpersonal communicatiomigg and entertainment,
and helping the visually impaired/blind. Examples of suxisting devices include
the LG VX10000 (Verizon Voyager) device and the TouchSeresil€ Feedback
system by Immersion.

7.5 Computer Haptics

Although significant progress has been made in the compaf#iddomain, partic-
ularly in the fields of haptic modeling, collision detectiand force computation,
several issues remain unresolved. Here are few of theskecbas:

7.5.1 Haptics on Chip

With the increasing complexity of virtual environmentsgliding deformable ob-
jects and the demand for more precise force and tactile ledilcn, the compu-

tationally intensive haptic rendering algorithms are Ilmeitg more complex and
time-consuming. This could become a bottleneck for muthidad applications. The
same challenge had been affecting the computer graphiasaack eventually led
to the popularity of Graphic Processing Units (GPUs). Rédgesome complex 6-
DOF haptic rendering algorithms with deformable bodiesehbgen successfully
implemented using a GPU, but the computation resource igdlveith the graph-

ics pipeline [25]. In order to perform independent caldolas, a specific haptics
card or Haptic Processing Unit (HPU) could be a breakthrdaghomputationally

intensive haptic rendering.

7.5.2 Accessibility and Popularity: Haptic Plug-Ins

One trend in haptics is the increasing availability and payity of open source
and general-purpose haptic rendering libraries and ARigwprovide implemen-
tations for core rendering algorithms that can be re-usedatde spectrum of hap-
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tic applications. With the development of web technologylia-visual multimedia
became easily accessible through the Internet, and webskrevbecame a major
tool for entertainment, communication, social networkietg. In order to penetrate
the consumer market, HAVE applications also need to be aitteshrough web
browsers. Therefore, plug-ins should be developed foewfit browsers to enable
the distribution and rendering of haptic media using steshftarmats that are inde-
pendent of haptic devices. Currently, WebGL, a 3D graphiesifplemented in a
web browser without plug-ins, is under development and mvdke interactive 3D
content easily available on the Internet.

7.5.3 Reality-Based Modeling: Haptic Rendering Fidelity

Haptic rendering algorithms are increasingly orientedai@s representing and gen-
erating realistic interactions by imitating physical wbrhteractions. Fidelity and
realism of haptic interaction are crucial, particularly ®mulation and training
applications that are intended to convey mechanical stilis will eventually be
applied and experienced in the real world.

A key factor for the success of haptic rendering algorithemthe modeling of
physical properties of simulated objects. To accomplish gloal, two approaches
are utilized when developing haptic models. The first apgasito collect and read
physical properties for an existing object using technégsigch as haptic scanning
or using a pen-like device that reads haptic interactioa.dete second approach is
the design of algorithms that generate physics-baseddwapiilels to represent and
simulate complex physical properties. Additionally, tihdity to model deformation
properties is a major contribution to high fidelity of hagtiteractions.

7.5.4 Contact Stability and Transparency

It has always been a challenge to render realistic contacé$ownhile retaining the
stable behavior of human-environment contact. This besoanbigger challenge
when considering networked haptic applications for sdveesons. First, the mas-
ter and slave parties are energetically coupled and dependethe network per-
formance. Second, several network parameters have seveaets on the stability
of haptic rendering, including time delay, delay jitterdgmacket loss. It is a well
established fact that transparency and stability are betessary but contradicting
requirements for any haptic device. This is especially pn@mt in networked hap-
tic applications where the trade-off between such reqergmis more dramatic. It
is also well known that network delay and jitter have a negaitnpact on device
stability. In order to compensate for such effects and raairan acceptable mea-
sure of stability, application designers are obliged taioedthe transparency of the
experience. Such unpleasant trade-offs can dramatieallyce the quality of expe-
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rience for networked applications, especially in applaa like tele-surgery, where
a high degree of realism is required. Clever control scheameseeded to obtain
the best possible results in such cases.

7.6 Multimedia Haptics

A key requirement for future HAVE applications is to accontate future interac-
tion paradigms such as smell, motion-based user input,dtiicrbased interactions,
and brain-computer interactions. A trend in haptic tecbgis is the design and de-
velopment of novel adaptive interfaces that adjust thevesdb the user's needs and
context. Several other technologies are correlated toaheldpment of adaptive in-
terfaces, such as affective computing (to measure thesuserdtional status) and
ambient intelligence (smart environments that proactieelapt to a user’s prefer-
ences and needs). Haptic modality could be the next wave idgtelopment of am-
bient intelligent systems and applications. A potentiahtt in haptic technologies
is the investigation of how all these future interactionr@gghes can be integrated
into haptics applications.

7.6.1 The Need for Standard Representation

Even with the many efforts made to standardize haptic dgi@sentation, such as
HAML and the ongoing MPEG-V framework, no universally actshstandards for

haptic interaction and data representation exist. Makapgjib device plug-and-play

interfaces will remain far from reality until such a stardiaecomes commonplace.
The need for a standard haptics data representation igytriglelvant.

7.6.2 Consistency and Synchronization

When multiple users are interacting within a shared haptigr@emment, not only
should the interaction forces be distributed to the difiereetwork users, but they
should also be kept synchronized. Maintaining consisteray be defined as the
process of synchronizing a haptic and/or virtual scene gnaimetworked users.
This process is a key factor in providing consistent and callimg feedback for all
the application participants. Several factors dramdticantribute to consistency,
including user actions, the virtual scene, network coodgj and the number of
users.
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7.6.3 Scalability

The presence of more than two users in a C-HAVE application b@aimportant
for applications like gaming environments, where large hera of players should
be supported. Currently, the possibility of having a largmber of networked users
interacting with a shared haptic environment is still faonfr reality. Fortunately,
cooperative tasks do not usually require more than five usershermore, it is de-
sirable for a collaboration to have a certain number of ubgmneans of different
haptic devices. Other scalability issues include the &tigh of the number of ob-
jects and the complex of the object simulation that popsaltite environment.

7.6.4 Network Performance

Network conditions such as delay, jitter, loss of packets;af-order delivery, du-
plicity, and bandwidth have severe impacts on the feasitofi tele-haptic systems.
It interferes with our sense of touch, which expects instaeous feedback and in-
formation. Additionally, the touch sense is far more sévesin terms of responsive-
ness than vision or hearing. The amount of 30 to 60 framesquemsl are needed
to visually display a believable constant motion; howekieman touch requires up-
dates 1000 times per second to provide a realistic toucinfgerhis update rate
is why haptic interaction is very sensitive to network perfance. We envision re-
search that focuses on, among other things, the designagizad, and analysis of
haptic data reduction techniques in order to improve pat&asmission in haptic-
enabled tele-operation systems, and to reduce the dinmatigjoin the inherently
massive haptic datasets. The discovery of HAVE data regluatiethods within the
context of haptic data mining and knowledge will primarigi facilitate the anal-
ysis of the inherently high-dimensional haptic datasets.

7.6.5 Haptic Memories

Almost a century ago, many memories of a person were vistlzdt as soon as the
remembered person left the space and time of their loved.dDely a few decades
later, thanks to advances in audio and visual research ardogpenent, recording
such memories finally became possible. Through the advamgd®tographic im-
age technology and audio recordings, and much later, videteras, and DVDs,
we gained the ability to see into the past much better tharbmlogical memo-
ries would allow. These media have facilitated the recoe¢memaories, and many
of us now sometimes sit around the old picture album to refladtremember the
nice memories we have of our loved ones. Would it not be exgitd be able to
restore the smell, touch and hug of remembered ones wheneveesired their
affection? Would it not be interesting to share our pareatfgctions for us with
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our children, along with their picture and audio recordinggen after they have
passed away? Would it not be interesting to recall past payaffection memories
from our childhood? These ideas have triggered a new diredti research con-
cerned with recording, storing, retrieving, and playingkohaptic stimuli to bring

our memories with far or lost loved ones; this is what we captic memories!

7.6.6 Mobile Haptics

Discrete information is like feeling the vibrations of a nilelphone when you re-
ceive a message. You have to pick up the phone and to looK gibitiwant to know
whether you missed an SMS or a call. Just when you pick up tbeg(fthe motion
can be detected by an accelerometer sensor) the phone dbrdtevin a special
way (rhythm) so that you immediately know who called you, wsrebetter, it could
change its surface somehow. There could also be a way toheaddssage (simi-
lar but not exactly the same as Braille or Morse code) by omlighing the phone.
In this way, you could receive hidden information during sibess meeting. How
many times do you see people walking around looking at tHeanp? Wouldn't it
be nice to receive the information without looking at the pioand thus have the
ability to focus on something else? For instance, you wans&your mobile phone
to navigate and to make a call at the same time. The navigadidrtould be done by
“feeling” the direction. However, it still remains a chailge to find intuitive ways
to transmit and render such information.

7.6.7 Haptics and Security

Today, 70% of the work done by the biometrics market and tdastry leaders is
dedicated to fingerprints, face recognition patterns, ardilgeometry, leaving the
remaining (30%) of work dedicated to voice, iris, and signatrecognition, mid-
dleware, and multi-biometrics fields. Furthermore, biaiedechnology is playing
an important role in developing systems that combine difieparameters, such as
intrusiveness, cost, distinctiveness, and effort, in e package. At the present
time, fingerprint technology can be found in notebook coramuto authenticate
individuals based on the physical attributes of their fitiger However, computer
technology, such as faster processors, advanced graphitss and multimedia sys-
tems, are becoming more affordable with the rapid advanneai¢he technological
revolution. With this technology, the above-mentionedydifie environments can
be simulated as computer-generated imagery.

As we have seen, haptic technology is growing in the digegslilinked to
human-computer interaction. Haptics is applicable acnessly all areas of com-
puting, and it interfaces between human and computer. Thagjcs can be used
to capture the human-haptic system movements performedgdaiparticular task



210 7 Touching the Future: HAVE Challenges and Trends

interaction. Those human psychomotor movements can betosadegorize a be-
havioural path that can be used for verification and/or atb&tion purposes. Hap-
tic devices enable the characterization of personalized-sfsecific physical and
biological parameters. When involved in a C-HAVE applicatiparameters such
as forces, end-effector positions, torque, and velocitpsscthe different axes can
all be obtained. With the measurements of these paraméteygossible to iden-
tify a user with a rigorous level of precision. The quantifica and measurement
methodology for such parameters can be a suitable and climngpelechanism to
be implemented in a biometric system. Applications of suslgsiem are vast and
range from national security applications to access cbntro

In addition, the protection of haptic information througigithl watermarking
also needs to be deeply investigated. There is a need to eaaing role of multisen-
sory feedback in the perception of a watermark embedded iatapplication. In
particular, the following questions need to be addressedwBtermarks inspected
using multimodal feedback (haptic, audio and visual) tesulery different de-
tection thresholds from those detected using a single sgnsadality (touch-only,
audio-only or vision-only)? Also, does visual feedback.ewtpresented together
with haptic feedback, improve the perception of watermarkbedded in 3D envi-
ronments?

7.7 Closing remarks

It is true that these days haptics appear everywhere; gaanidgohones are uni-
versally spread through environments. However, a lot rasmto be done before
the incredible loop formed by our sense of touch and our hisagfficiently as-
sisted by computer applications. Presently, human déxi@nianipulation) assisted
by computers appears only in a select few areas. There aliterades in new hap-
tic interfaces and the application of haptic technologyouin opinion, focus should
initially lie in the applicability of haptic technologie§om which new hardware
and software requirements will naturally become evidendtdnive the haptic revo-
lution.
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