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Measurement-Based Thermal Modeling
Using Laser Thermography

Tamas Aujeszky, Georgios Korres, and Mohamad Eid

Abstract— There have been several studies in using infrared
thermography for nondestructive evaluation and testing of
materials. Some studies have explored the potential of using
thermography for classification of materials based on their
thermal response. However, the modeling behind these efforts
is rather simplistic, and in some ways not corresponding well
with practical applications. This paper presents a realistic model-
based approach for characterizing unknown materials using laser
thermography. The process being modeled is laser excitation step
thermography with finite but not infinitesimal excitation length
and uniform distribution over a finite radius. A mathematical
model, based on the heat equation that governs the flow of
heat in materials, is introduced to characterize objects based
on their response to thermal excitation. Experimental results
consistently demonstrated the ability of the proposed approach
to classify different materials based on their thermal properties.
This contactless characterization method might prove to be
suitable for a range of applications including teleoperation, haptic
mapping and multimodal human computer interaction.

Index Terms— Infrared imaging, haptic interfaces, mathe-
matical model, measurement by laser beam, thermal variables
measurement.

I. INTRODUCTION

MODERN 3-D scanning is becoming a mature prac-
tice for the acquisition of the geometry of objects.

However, capturing the thermal and physical properties of
objects is required to create precise and realistic physical inter-
actions. For instance, in teleoperation applications, accurate
thermal/physical interactions can be simulated given the ther-
mal/physical properties of the environment. The need to scan
the thermal/physical properties of objects is highlighted by the
emergence of haptic rendering (including force feedback and
thermal rendering), haptic/thermal display technologies, and
multimodal human–computer interaction.

Haptic technologies have traditionally dealt with tactile and
kinesthetic feedback to a human operator. Thermal interaction
occurring between the fingertip and an explored surface plays
a prominent role in the tactile exploration [1]. Furthermore,
thermal interaction between the user and an explored surface
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is crucial when visual information is limited, or when a more
realistic image of the object is required [2]. The existing
research has focused on rendering thermal interactions with
virtual environments (thermal display and thermal rendering
algorithms). However, mapping objects based on their thermal
response is not as well explored.

The purpose of this paper is to develop a novel approach for
thermal modeling using laser thermography in order to enable
thermal interactions with the modeled material. A mathemati-
cal model, based on the heat equation, is developed to describe
the phenomenon of thermal diffusion and correlations to the
thermal properties of the material. The presented model is first
verified by simulation and then an experiment is conducted
to demonstrate the usability of this approach in classifying
objects of different materials.

The rest of this paper is organized as follows. Section II
presents an overview of the related work in this field, while
Section III outlines the mathematical model. Section IV con-
tains simulations based on the model to ascertain its level
of realism, and Section V presents an experimental study for
classifying multiple materials, as well as a discussion about
the results. Finally, Section VI summarizes the conclusion
and discusses the future work. The detailed mathematical
derivation of the model can be found in the Appendix.

II. RELATED WORK

A. Infrared Thermography
Infrared thermography uses the heat signature of an object

to derive information about the properties of the object
(thermal, mechanical, or electrical) [3], [4]. Thermographic
inspections have been used as a tool for industrial testing
since as early as the 1980s [5]–[14]. Over the past decades,
thermography has also been used as a tool in submicrometer
electronic circuits, with applications such as finding leak-
age current [15] or characterizing the thermal behavior of
circuit components [16], [17]. Due to its contactless and
nondestructive properties, infrared thermography is also one
of the preferred techniques in use for examining works of
art [18]–[21]. Currently, the field encompasses many different
use case scenarios, as presented in a detailed review by
Usamentiaga et al. [22].

Infrared thermography is categorized as either passive or
active. Passive thermography measures properties that have
a naturally different temperature than their surroundings or
a naturally occurring thermal gradient. Active thermography
utilizes an energy source to create a thermal contrast within
the object under examination, whose evolution over time and
space can then be assessed in order to obtain characteristic
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information about the object. This information is related
to thermal diffusivity, a fundamental characteristic prop-
erty of any material that measures its ability to conduct
heat as opposed to storing it. Estimating thermal diffusiv-
ity through infrared thermography is a popular direction of
research [23]–[29], however, most existing publications rely
on a somewhat restrictive and not entirely lifelike model that
provides a closed form equation for thermal diffusivity. This is
due to the fact that this model assumes instantaneous energy
transfer from a heat source with the Gaussian distribution
of intensity, which is also assumed to be directly mapped
as such on the surface of the object. Excitation for active
thermography can take place in mechanical, electromagnetic,
or optical forms, which represent separate branches of the
field. Infrared thermography seems to overcome the need for
physical contact between the measurement tool and the object
surface. Furthermore, it has the potential to generate haptic
models in soft real-time fashion. Therefore, this approach
seems promising for haptic modeling.

B. Thermal Modeling

Thermal modeling has been applied in various fields (auto-
motive electronic devices [37], defect detection in cement-
based material [38], inspection of composite materials [39],
measuring thickness of coatings on metallic surfaces [40], and
among others). One interesting application for thermal model-
ing is to simulate realistic interaction between the human and
a touched object in virtual reality. For example, thermal cues
have been shown to be effective in facilitating the identification
and discrimination of objects in virtual environments [41].

Previous work on human thermal interaction (perception
and psychophysical mechanisms involved during touch explo-
ration) focused on developing thermal interfaces and thermal
rendering software [30]. A thermal interface typically consists
of thermal stimulator(s), thermal sensor(s), and a temperature
control system that monitors and controls the surface temper-
ature of the thermal interface [33]–[36]. Thermal rendering
involves the computation required to determine heat transfer
between the skin and the touched object in order to simulate
realistic thermal interactions. Modeling such interaction is
complicated, involving factors from the human side (such as
skin temperature, skin surface properties, and blood perfusion)
as well as the object side (object temperature, object material
properties, geometry, and texture).

A number of thermal models have been developed to
characterize the thermal interaction between the skin and
an object during touch, with various assumptions about the
directionality of temperature variation, the presence of thermal
contact resistance, and the contribution of metabolic heat
generation and blood perfusion to the thermal responses [31]
[42]–[46]. For instance, Jones and Ho [31] encoded thermal
stimulation as being warm or cool, and then quantified the
corresponding thermal stimulation in terms of intensity and
duration.

A potential application for thermal modeling is automatic
material characterization and/or identification in robotics
applications. Bhattacharjee et al. [32] focus on material

recognition from heat transfer given varying initial conditions,
short-duration contact, and ambient temperature. Results
confirmed the feasibility of material classification by robots
based on measurements acquired during short-duration
contact. This clearly requires a physical contact between the
robot and the material surface.

C. Summary

It can be seen from the previous sections that there is interest
in the field for developing systems that perform material
recognition, classification, or characterization by performing
active thermography. Although thermography has been used
for decades in various industries, the primary usage has
been for nondestructive, qualitative evaluation, and testing.
The existing approaches relied on a closed-form equation for
thermal diffusivity that is correct only with certain assumptions
(i.e. the source has a Gaussian distribution that is directly and
instantaneously mapped onto the surface). Our work uses a
general approach where the distribution can be specified—for
our experiment, we used a uniform disk-shaped distribution
model that corresponds well with the laser source. Addition-
ally, our approach is not flash, but step thermography, where
the excitation energy is supplied over a measurable amount of
time. This makes it more suitable for delicate materials than
flash thermography, where all the energy hits the material in
an instant. Additionally, it is more correct to model even flash
excitation as lasting for a period of time rather than an instant,
which is impractical.

The aim of this paper is to propose a thermal model for laser
excitation step thermography and demonstrate its potential for
the classification of different materials. This model enables
a method for material characterization that is contactless and
nondestructive, making possible physical interaction between a
robot and its environment even if it consists of delicate objects.
Noncontact measurement removes the need to apply a contact
force on the material, thereby, preserving delicate samples.
In addition, given good resolution and sufficient power, a
noncontact measurement can be done via a larger distance
range than contact measurements, which need direct physical
connection to the object. As such, noncontact measurements
can be simultaneously conducted on objects at different dis-
tances, without a need to reposition the measurement system,
or the objects in question. This is especially important for
teleoperation applications.

III. MODELING

The basis of the model is the well-known heat equation:
a second-order differential equation [45] that describes the
relationship between the spatial distribution and the temporal
evolution of heat. In order to find the unique solution to the
heat equation that directly corresponds to the thermography
procedure, we need to specify a set of conditions that can be
viewed as a fair approximation of reality. The model is based
on the following assumptions.

1) The sample is treated as an infinite 2-D slice of space
with finite thickness.

Authorized licensed use limited to: New York University AbuDhabi Campus. Downloaded on July 10,2021 at 11:54:52 UTC from IEEE Xplore.  Restrictions apply. 



AUJESZKY et al.: MEASUREMENT-BASED THERMAL MODELING USING LASER THERMOGRAPHY 1361

Fig. 1. Diagram of the modeled scenario, with the center of excitation taken
as the origin.

2) The sample is treated as composed of a single homoge-
neous material.

3) We assume that no heat flow is present through the
surface boundaries of the material except for the laser
source.

4) The sample is assumed to be initially (before the laser
diode is turned on) at ambient temperature and in
thermal equilibrium with itself.

5) We treat the source as homogeneously acting in a finite
but nonzero radius of incidence and over a finite but
nonzero amount of time.

Fig. 1 represents a diagram of the modeled scenario. The
mathematical formulation of the above assumptions is con-
tained in the following sections, while the derivation of the
heat equation is included in the Appendix.

A. Base Conditions

In order to formulate a realistic mathematical model, we
have to make several general assumptions that are stated here.
First, the sample is treated as an infinite slice of space with
known thickness L. This is a valid abstraction of real-life
objects with a large enough surface area that a heat source at
the center causes negligible heating at the surface edges over
a short period of time. A 3-D Cartesian coordinate system is
used, as such: the object is aligned parallel to the xy plane,
such that its boundaries are at z = 0 and z = L. The center
of the laser excitation will take place at the origin, meaning
that the laser source and the thermal camera are at the z = 0
side of the sample. These conditions are illustrated by Fig. 1.

In addition to the above abstractions, we are also assuming
that the sample material is homogeneous with respect to its
thermal properties: thermal conductivity and volumetric heat
capacity (with thermal diffusivity being the ratio of these two
properties).

B. Boundary Conditions

The following boundary conditions are applied. As is the
case with dimensions without a mathematical boundary, in the
x- and y-directions the boundary condition is that the solution
has to be bounded in amplitude.

For the z-direction, it is an aim to find a solution that
corresponds to no heat exchange at the boundary. This is given

by the Neumann boundary condition, stating ∂T /∂z = 0 at
z = 0 and z = L. There are multiple ways to account for
this condition, but the most convenient one is the method of
images. It involves a symmetrical extension of the problem
around z = 0, thereby ensuring that the differential of
the temperature will always be 0 at z = 0. This is due
to the property of the heat equation that regardless of the
initial conditions, the temperature function becomes a smooth
function for any t > 0. However, it also needs to be ensured
that the same symmetric extension is applied around z = L in
order to uphold the same boundary condition at that location.
The only way to uphold both symmetries is by mirroring
the original problem infinitely many times outward in both
directions, so that in the end the problem becomes infinite in
the z-direction as well, with mirrored initial conditions and
mirrored (image) sources. This model neglects the effects of
advective heat currents at the surface of the object in reality.
The reason for this is that the magnitude of this effect is in
fact negligible under most sets of conditions, as visible in
Section V-D for the experiment.

C. Initial Conditions

For the initial condition, we assume that the object initially
is in thermal equilibrium with its surroundings at a temperature
denoted by T0. As visible from the results in the Appendix,
T0 is only manifested as an added constant term in the final
equations. Therefore, in simulation, it is logical to consider the
T0 = 0 case, while for the experiment, it is good practice to
remove the value of the ambient temperature from the captured
thermal feed.

D. Sources

Sources in the heat equation are displayed in the inhomo-
geneity (nonzero) term of the equation. For this application
scenario, we expect a source to be present in a disk with
radius ρ0 around the origin on the z = 0 surface. The source
has a homogeneous distribution over this area, which models
laser thermography better than the Gaussian distribution of
current approaches. This is both apparent in the laser diode’s
homogeneous output intensity as well as its negligible amount
of divergence over the range of up to a few meters. The source
should be turned on between t = 0 and t = t0, and the rate of
increase in temperature in the material due to the laser source
(a factor of laser power as well as surface absorptance and
volumetric heat capacity of the material) is denoted by C . This
value is generally dependent on the absorptivity value of the
object, which is the ratio of incident electromagnetic radiation
that is absorbed (as opposed to reflected or transmitted).

E. Model

It is possible to solve the heat equation for this application
scenario with the previously discussed conditions. The prob-
lem is defined by a spatially constant nonzero initial condition,
a both spatially and temporally bounded inhomogeneity term,
and a boundary condition that is taken care of by infinite two-
sided symmetrical extension of the previous terms.
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TABLE I

SUBPROBLEM EQUATIONS AND CORRESPONDING INITIAL CONDITIONS

The initial condition and the inhomogeneity can be
accounted for in separate subproblems due to the superposition
principle, which the linearity of the heat equation permits to
be used. The first problem has the nonzero initial condition,
but is homogeneous, i.e., there are no sources. Since the initial
condition is constant in this case, it is expected that the result
retains this constant temperature over time (and it is indeed
verified in the Appendix). The second problem contains the
source terms, but has zero initial condition. Both problems
are subject to the spatial extensions in the z-direction. Table I
lists the differential equations and initial conditions governing
these subproblems.

The solution to the original problem is then the sum of the
temperature functions acquired from these subproblems

T (x, y, z, t) = U(x, y, z, t) + V (x, y, z, t). (1)

In these equations, α represents the thermal diffusivity of the
material, while t0 and ρ0 stand for the duration and radius
of excitation, respectively. δ indicates the Dirac-delta function
and � denotes the Heaviside step function. The final equation
for V (t) is as follows:

V (t) =
∫∫

D

C
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√
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⎝
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⎝
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i

4αt

⎞
⎠

⎞
⎠ dA (2)

In (2), the integration is performed over the disk D with
radius ρ0, where the excitation takes place. wi denotes the
distance from the point of integration to the i th image source.
This is the equation that is used as the basis of the simulation
in this paper, since the ambient temperature [U(x, y, z, t) =
T0] is removed from the processed data. The full derivation of
these equations is listed in the Appendix.

IV. ANALYSIS OF THE MODEL

A. Validity Analysis

A series of simulations have been carried out in MATLAB
on a professional workstation to provide validation for the
proposed mathematical model. In all of these simulations, an
ambient temperature of T0 = 0 was assumed, therefore, only
the heat spread by the source was modeled. As discussed in
Section III, the superposition property of the heat equation
ensures that any nonzero T0 ambient temperature would only
result in adding a constant T0 term to these results (see the
Appendix for proof). Therefore, these simulations can also
be understood as corresponding to the temperature signal
after having subtracted its initial (pre-excitation) temperature
component.

Fig. 2. Center point temperatures after 20 s of excitation.

Fig. 3. Temperature distribution of materials over center line, 5 s (red), 10 s
(green), 15 s (blue), and 20 s (black) after 10 s of excitation.

Fig. 2 displays temperatures at the origin (the center point
of excitation) over time, starting from the time when the
excitation period finishes for four materials (wood, glass, steel,
and aluminum). It is visible that less diffuse materials have
higher starting temperatures at their center, which is well in
line with expectations based on theory. Fig. 3 shows plots of
the evolution of the temperatures of four materials over the
cross Section of the excitation area and its neighborhood. The
lines correspond to the subsequent points in time from 0 to
20 s after excitation. It is visible that the overall thermal energy
in any of these images (which is proportional to the integral
of temperature) decreases over time, which is explained by
thermal diffusion taking place not only along the direction of
the plotted line, but also both in a perpendicular direction on
the surface and toward the inside of the object.

B. Sensitivity Analysis

This Section explores the effects of sample thickness and
the mathematical treatment of boundary conditions on the sim-
ulation results. During modeling, the Neumann-type boundary
conditions were imposed on the material’s surfaces to account
for a lack of conductive heat transfer into and out of the
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material. This was mathematically equivalent to symmetrically
extending both the material and the excitation areas infinitely
in both directions. As a result, the acquired formula contains
the effects of sources at z = 2i L, where L is the material
thickness and i represents all integers from −∞ to +∞. In
practice, however, it only makes sense to treat i values in
a finite range, from −n to +n. In general, it has become
validated that the more diffuse a material is, the more imag-
inary sources need to be taken into account. Another key
observation is that for simulations where less time has passed
since the end of the excitation period, a lower amount of
sources were necessary to be taken into account. Following
these results, we have programmed simulations to model all
sources whose contribution is at least 10−6 (one millionth)
part of the overall temperature value. This ensures that the
simulations stay accurate to a high degree regardless of the
simulational parameters.

The second part of the analysis focuses on how the sample
thickness affects the temperature distribution. It was concluded
that for wood (α = 0.082 mm2/s), any thickness that is at least
3 mm can be considered as semi-infinite for at least 20 s,
since temperature distributions remained unaffected by larger
thickness values. In the case of aluminum (α = 97 mm2/s),
this boundary is at the order of 30 mm. In general, the more
diffuse a material is, the larger its "semi-infinite boundary"
becomes, that is, the value above which the thickness of the
sample has no effect on temperature. It can be concluded
that for the presented time frame (20 s), any thickness above
30 mm can be assumed as infinite for any material, since
aluminum has one of the highest thermal diffusivity values
among common materials.

C. Feature Analysis

This Section is dedicated to the analysis of two features: full
width at half maximum (FWHM) and center point temperature.

1) Full Width at Half Maximum: The FWHM feature is
defined by the following procedure. At any point in time
after excitation, we first normalize the temperature image
by subtracting the temperature before the excitation (T0).
Next, we identify the maximum temperature. This maximum
temperature should arise at the center of excitation. Finally,
the region on the excitation plane (z = 0) with normalized
temperature that is half of the normalized temperature of the
center point is identified. Given that the simulation equation
exhibits circular symmetry for around the (x = 0, y = 0) axis,
this results in this being a circular region. The FWHM feature
is then defined as the diameter of this circle.

In terms of the sensitivity of this feature to the excitation
parameters, we have observed the following through a series
of simulations.

1) The FWHM is always at least as large as the excitation
radius, which affects the results for lower diffusivities.
However, higher diffusivities have a considerably higher
FWHM, making them less sensitive to changes in the
excitation radius.

2) The spatial resolution of the simulation discretizes
the FWHM. Although temperatures are calculated

Fig. 4. FWHM of wood, glass, steel, and aluminum after 20 s of excitation.

analytically (representing the physical reality of heat
transfer), they are measured with a finite resolution (rep-
resenting the discrete resolution of thermal cameras). As
a result, measured FWHM values are always multiples
of the sampling distance and a higher resolution yields
a smoother (less stepwise) FWHM curve.

2) Center Point Temperature: The center point temperature
feature denotes the temperature at the center of excitation. It is
expected that a material with lower diffusivity retains more
of the excitation energy near its center, resulting in a higher
center point temperature. This prediction is confirmed by the
simulation, where a clear inverse proportionality is visible.

3) Time-Domain Feature Analysis: The evolution of the
previously introduced features was also examined in the time
domain. Fig. 4 represents the FWHM of wood, glass, steel,
and aluminum after 20 s of excitation, while Fig. 2 shows the
center point temperatures of these materials over time.

V. EXPERIMENTAL ANALYSIS

A series of experiments have been carried out based on
the mathematical model. These experiments are conducted
using standard laser excitation step thermography that the
model represents. The procedure is described in the following
sections.

A. Experimental Setup

The experimental setup comprises a laser source, a thermal
camera, a control circuit, and a material sample. A snapshot of
the setup is shown in Fig. 5(a). A diagram of the components
is shown in Fig. 5(b). The laser source is rated at 400 mW and
emits a violet beam with a wavelength of 405 nm. The thermal
camera is a FLIR450sc model, capable of 480×320 resolution
and 30 fps frame rate. The laser source is approximately 12 cm
away from the surface of the sample, while the camera is
approximately 20 cm away from it. The control circuit involves
an Arduino board that acts as a relay switch to supply power
to the laser diode and is instructed through the serial port, as
well as a desktop workstation running the MATLAB R2016a
and FLIR ResearchIR software [46].
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Fig. 5. Modeled experiment. (a) Experimental module. (b) Diagram of the
experiment.

B. Experimental Procedure

The experimental procedure comprises of three parts: per-
forming the experiment, processing the data, and performing
the model fitting on the data. During the procedure, the laser
source is turned on for 10 s, during which time it heats up
the material at a specified location. Following the excitation
period, the laser turns off, which marks the beginning of
the cooldown phase. This cooldown is captured by a thermal
camera that measures the thermal radiation emitted from the
surface of the material and deduces its temperature with a
known spatial resolution and frame rate. This data is used as
the value that the model is fit on. In each experimental session,
data acquisition lasts for approximately 16 s, during which
the camera is set to record thermal data with a resolution of
320 × 240 and a frame rate of 25 fps (resulting in around
400 frames in total, subject to occasional variations in the
frame rate).

The acquired data is processed in a sequence of steps: In
the first step, the maximum temperatures of the frames are
extracted, along with their corresponding timestamps. These
data points are then subjected to the removal of the ambient
temperature as well as temperature spikes (rare incidences
where the thermal camera measures an irreally large value for

Fig. 6. Experimental samples.

a single frame - a hardware peculiarity). Since the temperature
data are noisy (the equipment is rated at a noise equivalent
temperature difference of 50 mK), a moving average smooth-
ing is performed with a 5-frame window. Finally, the data is
truncated so that only the initial sequence corresponding to the
first 80% of cooldown (the temperature difference between the
start and the end of the sequence) is kept. This is based on
the fact that since the noise levels are approximately the same
for the entire sequence, the higher temperature parts have a
significantly better signal-to-noise ratio, and they should serve
as the basis for model fitting.

Having processed the data in the above-mentioned way,
the mathematical model is then fit on the acquired data.
Known inputs of the model include the duration and radius
of excitation, the thickness of the sample and tolerance of
error. Unknown parameters include the values of C and α,
as these both depend on the material properties. C corre-
sponds to the rate of increase in temperature due to the laser
source, and it is based on the power of the laser diode, the
surface absorptivity and the volumetric heat capacity of the
material. All samples in the experiment were chosen to have
a smooth black surface, implying an absorptivity value of
approximately 1. α is the thermal diffusivity of the material,
which is the ratio of its thermal conductivity and volumetric
heat capacity. Initial values for these parameters are set at 2 K/s
and 2 mm2/s, respectively. The objective function is declared
as the following: we perform center point simulations with the
above parameters, on the time points corresponding to the data.
The difference between the simulated and measured values at
each time points is calculated, squared, and summed together.
The aim of the process is to find the values of C and α for
which this discrepancy is minimized.0

C. Results

For this experiment, three material samples were used:
Sorbothane with a durometer value of 70 on the Shore OO
hardness scale, a piece of machining polyethylene and a slab
of black marble. Given the smooth black surface of these
materials, they can be closely approximated as black bodies,
and their absorptivity was correspondingly taken as 1. All
samples had width and height measurements that were more
than an order of magnitude larger than the radius of the laser
beam, and thus, ensured that the modeling assumptions of
infinite width and height are good approximations. Fig. 6
shows these samples next to each other. They were each
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Fig. 7. Comparison of experimental and fit simulational data.

Fig. 8. α values for the three materials.

examined 10 times with the procedure discussed above. For
each of these cases, the values of C and α were recorded.
Fig. 7 shows the processed temperature data of one session
for each sample, as well as the fit simulational curves.

The C and α values from each of the above-mentioned
sessions were plotted against each other to see whether they
could serve as a basis for classification between these mate-
rials. Fig. 8 shows the box-and-whiskers diagram for the α
values, while Fig. 9 presents the same for the C values. Fig. 10
combines the previous two graphs and presents each data point
on a 2-D plane according to these two values. It can be seen
that even though the C value plot allows for sufficiently easy
classification, the combined plot strengthens this approach.

D. Discussion

This experiment aimed to acquire a set of parameters of the
samples that can be used to differentiate between them based
on their thermal responses. Having presented the results of the
2-D parametric optimization-based model fitting, the result is
that classification is indeed possible between these materials.
However, there are a few points worthy of mentioning.

First, the nature of the optimization is dependent on the
objective function, which in our case is continuous and dif-
ferentiable, but cannot be written in closed form. However,
analysis suggests that there exist certain parametric (close

Fig. 9. C values for the three materials.

Fig. 10. α and C values for the three materials, combined.

to proportional) relations between α and C values, along
which the simulation changes its values very slowly. In other
words, it means that the modeled curve for a material with
high diffusivity heated strongly will bear similarity that of a
material with lower diffusivity that was heated less. This is
a challenge, particularly since while in theory there should
be enough difference to differentiate between these cases, in
reality the noise level limits this ability. The marble (blue)
point cloud in Fig. 10 exemplifies this relationship. It also
makes sense for marble to have the largest spread, as its
relatively low maximum temperature values (seen in Fig. 7)
are a result of its higher thermal diffusivity.

Despite the above-mentioned challenge, these two parame-
ters must remain as unknown values in the simulation, for
they are both dependent on the material composition of the
samples, which is the fundamental unknown component of the
experiment. However, these parameters are not independent.
In fact, by theory, their ratio should be proportional to the
thermal conductivity of the material. In this case, we see that
all the three point clouds on Fig. 10 have a roughly linear
pattern with different slopes. Marble has the highest slope,
which corresponds well with the fact that it has a higher
thermal conductivity than plastic and polyurethane (the main
component of Sorbothane).

During the simulation and model fitting phases, we have
assumed that the material is homogeneous with respect to the
thermal parameters used. However, the sensitivity analysis has
demonstrated that depending on the diffusivity of the material,
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Fig. 11. Polygonal thermal model of the surface of an object. Each point V
in the mesh encodes position information (p) and thermal properties (k).

and considering short enough measurement durations, this
condition may be relaxed in favor of a local homogeneity
condition. This could allow for objects with several material
components on their surface to be mapped to a discrete polyg-
onal thermal model that contains nodes at different positions
of measurement with the corresponding thermal properties at
those locations, as illustrated in Fig. 11.

It is also worth noting that all materials in the simulations
were treated as black bodies with smooth surface. This is
identical to the experimental samples. Such objects have emis-
sivity and absorptivity that are close to 1, meaning that they
absorb most of the incident light, as opposed to transmitting or
reflecting it. In addition, most thermal cameras do emissivity
compensation on their own (based on the spectral response
of the IR camera as well as a separate RGB camera), which
is usually reliable. Therefore, the data we acquire from the
thermal camera is not electromagnetic radiation intensity, but
temperature calculated by the camera based on the emissivity
value of the target. In theory, most objects with sufficiently
matte surfaces can be subject to thermographic inspection.

Since this paper presents a new research that has no direct
precedent in the field, there are a number of experimental
parameters that had to be decided on without the guidance of
the previous research results. These include the power supplied
by the laser diode, the length of excitation, the set of features
in the heat signature selected for inspection, and the methods
of processing the data. A number of arguments have been
taken into account when deciding on these parameters. For
example, a lower amount of laser power results in lower signal-
to-noise ratio, which yields degraded results. On the other
hand, a higher power laser would be less suitable for delicate
materials, thereby reducing the range of potential applications.
Similarly, given a fixed laser power, a short excitation window
means less energy is deposited into the material, resulting in a
smaller difference in temperature between the excitation region
and its surrounding area. Conversely, increasing the excitation
window beyond a certain amount of time would simply mean
that a larger part of the excitation is allowed to spread out
before the excitation ends—and before recording begins. This
issue is especially relevant for materials with higher thermal
diffusivity values, which are also the ones that are bound
to have the lower signal-to-noise ratio anyway. Therefore, it
might be a more suitable approach to drop a fixed set of
values in favor of an adaptive algorithm with respect to these
parameters, where an initial measurement would determine the

parameters to be used in a followup measurement that has
higher accuracy and precision.

Finally, it is worth talking about advective air currents. We
have assumed no heat exchange between the surface of the
material and the environment, but in reality heat is indeed
taken away by air currents. However, our reasoning is that the
rate at which this phenomena is taking place is sufficiently
slow that it does not affect the experiment significantly. Using
the numerical values detailed by [47], the rate of energy
dissipation through advection over the very small excitation
area (≈ 10−4m2) results in a loss of less than 1% of the power
supplied by the laser. For this reason, it can be concluded that
advection is small enough that its effect can be neglected.

VI. CONCLUSION

Our results show that in multiple cases, it is certainly
possible to classify material using thermal properties. This
experiment lays down the groundwork for developing an
efficient and effective thermal characterization method.

There are a number of objectives worth pursuing in the
future. First, we plan to examine the proposed model on a
wide spectrum of material with varying thermal properties,
as well investigate the possibility of classification between
a range of different alloys. Optimization of all experimental
parameters, as discussed in Section V, is also to be performed.
Furthermore, machine learning algorithms will be utilized to
derive physical properties from the measured thermal prop-
erties. This has the potential to enable the proposed model
to indirectly measure the physical properties of materials
without physical contact. Potential applications for measuring
the physical properties include haptic modeling, human–robot
interaction, and teleoperation systems.

APPENDIX

DERIVATION OF THE SIMULATED FORMULA FROM THE

HEAT EQUATION

A. Solution to the Nonzero Initial Condition Problem

For this subproblem we need to find U(x, y, z, t), such that

∂U

∂ t
= α�U (3)

∀(x, y, z) : U(x, y, z, 0) = T0 (4)

In the above form, α represents thermal diffusivity or the
ratio of thermal conductance and volumetric heat capacity. The
solution formula to this problem is as follows:

U(x, y, z, t)

=
(

1√
4παt

)3 ∫∫∫ ∞

−∞
e− (x−a)2+(y−b)2+(z−c)2

4αt T0 da db dc.

(5)

Using the substitutions: f = x − a, g = y − b and h = z − c,
we get

U(x, y, z, t) =
(

1√
4παt

)3 ∫∫∫ ∞

−∞
e− f 2+g2+h2

4αt T0 d f dg dh.

(6)
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Separating the independent terms leads to

U(x, y, z, t)

=
(

1√
4παt

)3

T0

∫ ∞

−∞
e− f 2

4αt d f
∫ ∞

−∞
e− g2

4αt dg
∫ ∞

−∞
e− h2

4αt dh.

(7)

These separate integrals are trivial to solve using scaled
substitutions and the result is

U(x, y, z, t) =
(

1√
4παt

)3

T0(
√

π · 4αt)3 = T0. (8)

As visible, the result for this subproblem is in line with the
above detailed expectations, i.e., a constant temperature field
due to the initial conditions.

B. Solution to the Inhomogeneous Problem

For this subproblem, we first aim to find V ′(x, y, z, t), such
that

∂V ′

∂ t
= α�V ′ + C · δ(x, y, z) · (�(t) − �(t − t0)) (9)

∀(x, y, z) : V ′(x, y, z, 0) = 0. (10)

This subproblem so far only supposes a point source as
opposed to a spatially elongated (disk shaped) one, so there
is an additional need for convolution of this V ′ with respect
to the source distribution, to form V before combining it with
U . However, it is better in terms of visibility to solve first
for a point source. The � function represents the Heaviside
step function, accounting for the duration of excitation. The
solution formula to this problem is as follows:

V ′(x, y, z, t)

=
∫ t

s=0

∫∫∫ ∞

−∞

(
1√

4πα(t − s)

)3

e− (x−a)2+(y−b)2+(z−c)2

4α(t−s)

·C ·
∞∑

i=−∞
δ(a, b, c − 2i L) · (�(s)−�(s−t0)) da db dc ds.

(11)

Using the sifting property of the Dirac-delta function, (11)
simplifies to

V ′(x, y, z, t)

=
∫ t

s=0

∫ ∞

z=−∞

(
1√

4πα(t − s)

)3

e− x2+y2+(z−c)2

4α(t−s)

·C ·
∞∑

i=−∞
δ(c − 2i L) · (�(s)−�(s−t0)) dc ds (12)

V ′(x, y, z, t)

=
∫ t

s=0

(
1√

4πα(t − s)

)3 ∞∑
i=−∞

e− x2+y2+(z−2iL)2

4α(t−s)

·C · (�(s) − �(s − t0))ds. (13)

From this point, let d2
i denotes x2 + y2 + (z − 2i L)2, which

is the distance of the point with coordinates (x, y, z) from the
i th image source. It is now possible to demonstrate how the

step function affects the integration limits with respect to time.
For 0 < t < t0 (during excitation)

V ′(x, y, z, t) =
∫ t

s=0

(
1√

4πα(t − s)

)3 ∞∑
i=−∞

C · e− d2
i

4α(t−s) ds.

(14)

For t > t0 (after excitation)

V ′(x, y, z, t) =
∫ t0

s=0

(
1√

4πα(t − s)

)3 ∞∑
i=−∞

C · e− d2
i

4α(t−s) ds.

(15)

The more useful equation out of these two is the second one,
since postexcitation temperature measurements are generally
more reliable than those during excitation. Therefore, from
this point onward, we assume t > t0.

It is possible to bring the summation outside of the integra-
tion, resulting in

V ′(x, y, z, t)

= C ·
∞∑

i=−∞

∫ t0

s=0

(
1√

4πα(t − s)

)3

e− d2
i

4α(t−s) ds =C ·
∞∑

i=−∞
Si .

(16)

Examining a single term Si

Si =
∫ t0

s=0

(
1√

4πα(t − s)

)3

e− d2
i

4α(t−s) ds. (17)

Using substitutions: c1 = (1/(4πα)1/2)3, c2 = d2
i /4α, w =

t − s, we get a simpler integral that is easier to solve

Si = c1

∫ t

w=t−t0

(
1√
w

)3

e− c2
w dw

= c1

[
−

√
π

c2
· er f

(√
c2

w

)]w=t

w=t−t0

. (18)

Substituting back the original parameters, we get

Si =
(

1√
4πα

)3
⎡
⎣−

√
4απ

d2
i

· er f

⎛
⎝

√
d2

i

4αw

⎞
⎠

⎤
⎦

w=t

w=t−t0

. (19)

This simplifies to

Si =
(

1

4πα

)⎡
⎣−

√
1

d2
i

· er f

⎛
⎝

√
d2

i

4αw

⎞
⎠

⎤
⎦

w=t

w=t−t0

. (20)

Therefore, we get

Si

=
(

1

4πα

) √
1

d2
i

·
⎛
⎝erf

⎛
⎝

√
d2

i

4α(t − t0)

⎞
⎠ − erf

⎛
⎝

√
d2

i

4αt

⎞
⎠
⎞
⎠
(21)

V ′(x, y, z, t)

= C

4πα

∞∑
−∞

√
1

d2
i

·
⎛
⎝erf

⎛
⎝

√
d2

i

4α(t − t0)

⎞
⎠ − erf

⎛
⎝

√
d2

i

4αt

⎞
⎠
⎞
⎠ .

(22)
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1) Accounting for Distribution of Excitation: The previous
result for V ′(x, y, z, t) holds for an excitation that is incident
on (x, y, z) = (0, 0, 0), i.e., on a single point on the surface.
However, it is more realistic to model excitation as incident
on a disk with radius r0 in the xy plane around the origin.
In order to account for this, we need to convolve V ′ in the
spatial domain with a function that gives 1 inside the excitation
area and 0 outside of it. Such a function k(x, y, z) can be
written as k(x, y, z) = (1 − �(

√
x2 + y2 − r0)) · δ(z). The

convolution then becomes

V (x, y, z, t) =
∫∫∫ ∞

−∞
V ′(x − k, y − m, z − n, t)

·(1 − �(
√

k2 + m2 − r0)) · δ(n) dn dm dk

(23)

V (x, y, z, t) =
∫∫ ∞

−∞
V ′(x − k, y − m, z, t)

·(1 − �(
√

k2 + m2 − r0)) dm dk. (24)

Performing the appropriate changes in the domain that are
dictated by the step function gives the following expression:

V (x, y, z, t)

=
∫ r0

k=−r0

∫ √
r2

0 −k2

m=−
√

r2
0 −k2

V ′(x − k, y − m, z, t) dm dk. (25)

Therefore,

V (x, y, z, t)

=
∫ r0

k=−r0

∫ √
r2

0 −k2

m=−
√

r2
0 −k2

C

4πα

∞∑
−∞

√
1

v2
i

·
⎛
⎝er f

⎛
⎝

√
v2

i

4α(t − t0)

⎞
⎠ − er f

⎛
⎝

√
v2

i

4αt

⎞
⎠

⎞
⎠ dm dk. (26)

Here, v2
i = (x −k)2+(y−m)2+(z−2il)2 denotes the distance

from the point of integration to the i th image source. At the
center point ((x, y, z) = (0, 0, 0)), this takes the following
form as the modeled equation [using w2

i = k2 + m2 + (2i l)2]:

V (t) =
∫ r0

k=−r0

∫ √
r2

0 −k2

m=−
√

r2
0 −k2

C

4πα

∞∑
−∞

√
1

w2
i

·
⎛
⎝er f

⎛
⎝

√
w2

i

4α(t − t0)

⎞
⎠ − er f

⎛
⎝

√
w2

i

4αt

⎞
⎠

⎞
⎠ dm dk.

(27)
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