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Abstract—The use of haptic technology has recently become
essential in Human-Computer Interaction to improve performance
and user experience. Mid-air tactile feedback co-located with
virtual touchscreen displays have a great potential to improve the
performance in dual-task situations, such as when using a
phone while walking or driving. The purpose of this article is to
investigate the effects of augmenting virtual touchscreen with mid-
air tactile feedback to improve dual-task performance where the
primary task is driving in a simulation environment and the
secondary task involves interacting with a virtual touchscreen.
Performance metrics included primary task performance in terms
of velocity error, deviation from the middle of the road, number of
collisions, and the number of off-road glances, secondary task
performance including the interaction time and the reach time, and
quality of user experience for perceived difficulty and satisfaction.
Results demonstrate that adding mid-air tactile feedback to virtual
touchscreen resulted in statistically significant improvement in
the primary task performance (the average speed error, spatial
deviation, and the number of off-road glances), the secondary
task (reach time), and the perceived difficulty. These results
provide a great motivation for augmenting virtual touchscreens
with mid-air tactile feedback in dual-task human-computer
interaction applications.

Index Terms—Evaluation/methodology, mid-air tactile
stimulation, psychology, user-centered design, virtual touchscreen.

I. INTRODUCTION

V IRTUAL touchscreen display utilizes a transmissive mir-

ror to display a screen floating in front of the mirror

(where the actual screen is behind the mirror) and a sensor to

detect finger motion in order to control the screen interac-

tion [1]. With an ever increasing complexity of in-vehicle

infotainment systems, virtual touchscreen technologies have

great potential to limit bio-mechanical interference, which is

the action when the driver moves out of his/her natural driving

position to reach for buttons, dials, and other car controls and

thus reduces the driver’s ability to control the car [2], [3].

Indeed, car manufacturers are exploring virtual touchscreen

technology for their next generation cars (e.g. HoloActive

Touch from BMW). However, one fundamental challenge in

these technologies is the lack of tactile feedback when the

user interacts with the screen.

Due to the fact that in-vehicle control involves performing

dual-tasks (primary being driving and secondary being the

interaction with the infotainment system), haptic feedback is

well suited to reduce cognitive load [4], [5]. Previous studies

showed that adding tactile feedback to a visual secondary task

on a touchscreen significantly decreases distraction from a pri-

mary task (driving) [6]. Furthermore, studies in multitasking

performance have utilized haptic sensation as an associative

cue in order to improve the activation of a primary task [7].

When an associative cue and a primary task co-occur, a link

establishes between the two that eventually activate the pri-

mary task following the presentation of the associative haptic

cue [8]. For instance, Prewett and colleagues demonstrated that

using vibrotactile cue as an alert message is more effective than

using a visual cue when the primary task is visual [7]. Similarly,

Lu et al. showed that interruption of a primary visual task with a

secondary haptic task resulted in enhanced performance com-

pared to when both primary and secondary taskswere visual [9].

This demonstrates the potential of tactile feedback in improv-

ing performance in dual-task situations.

Mid-air tactile stimulation technologies use three funda-

mentally different approaches: (1) Air-Jet [10], [11], (2)

ultrasound [12], [13], and (3) laser [14]. Ultrasonic tactile stimu-

lation seems the most studied approach due to its ability to gen-

erate relatively high-resolution tactile displays in 3D space [15].

Ultrasonic tactile stimulation involves using 2D array of ultra-

sound transducers to focus ultrasound beams in one or more

focal points to produce localized acoustic pressure that human

can feel [16]. Recent studies have explored co-located mid-air

tactile-visual display technologies [17]–[19] in order to enhance

interaction with virtual touchscreen technologies.

This study focuses on examining the effects of adding mid-air

tactile feedback to a virtual touchscreen display in order to

improve primary task (driving) and secondary task (interacting

with the in-vehicle infotainment system) performance as well as

quality of user experience. The remainder of the paper is orga-

nized as follows. Section II analyzes the related work for mid-air

tactile feedback for in-vehicle dual-task control. Section III

presents the experimental methods and materials. In section IV,

the results are presented and thoroughly analyzed. Section V

presents a general discussion about the results. Finally, section

VI summarizes the findings and provides directions for future

work.
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II. RELATED WORK

Multimodal interaction for in-vehicle infotainment sys-

tems, such as audio, visual, and haptic media is well stud-

ied [20]. Previous studies demonstrated that visual-haptic

combination significantly decreases distraction from the pri-

mary task of driving [6] and seems more effective during a

task requiring a heavy cognitive load [21]. Therefore, this

study focuses on visual-haptic interaction to improve dual-

task performance.

There has been several studies on the incorporation of

haptic interaction for driving assistance and warning, such as

controlling car functions [22], maneuvering support and

guidance [23], emergency warning [24], enhanced awareness

of surroundings [25], preventing collisions [26], lane change

guidance [27], and speed control [28]. These studies show

that haptic interaction increases a driver’s performance and

safety [20].

Mid-air tactile feedback is also studied to enhance auto-

motive user interfaces. Pitts et al. experimented to see if

decreasing visual workload by adding a haptic element

would enhance driving safety [29]. A primary task (driving)

and a secondary task (touchscreen interaction) were exam-

ined. Participants were asked to perform touchscreen tasks

while engaged in driving simulation. Results showed a

reduction of task completion time and an improvement in

user experience with mid-air tactile feedback. A recent study

explored the use of mid-air tactile feedback, along with ges-

ture control, to enhance automotive user interfaces [2]. The

mid-air tactile interface was situated between the driver and

passenger seat. The primary task was following a vehicle in

the simulation environment, while the secondary task was

interacting with the in-vehicle touchscreen. The study found

that coupling gestures with mid-air tactile feedback reduce

visual demand required to complete the secondary task. A

similar study examined the impact of complementing gesture

control of infotainment system with mid-air tactile feedback

in a simulated driving environment [30]. Results demon-

strated that mid-air tactile feedback decreased the eyes-off-

the-road time (EORT) compared to visual feedback while

not compromising driver performance. To the best of our

knowledge, the effectiveness of co-located mid-air tactile

feedback with virtual touchscreen in a dual-task driving sim-

ulation was never explored. The following hypotheses are

examined in this study:

(i) Mid-air tactile feedback co-located with virtual touch-

screen significantly improves the primary task perfor-

mance compared to the condition when no tactile feedback

is applied,

(ii) Mid-air tactile feedback co-located with a virtual touch-

screen significantly improves the secondary task perfor-

mance of interacting with the virtual touchscreen while

driving as compared to no tactile feedback,

(iii) Mid-air tactile feedback co-located with virtual touch-

screen improves the overall quality of user experience, in

the form of user satisfaction and perceived difficulty, as

compared to no tactile feedback.

III. METHODS AND MATERIALS

A. Experimental Setup

Fig. 1 shows the experimental setup used in this study. The

setup is composed of the PLAYSEAT driving simulation seat, a

Logitech G29 steering wheel and pedals, a 55 inch TV screen, a

Kinect camera for head tracking and the Haptogram system [18]

to provide co-located mid-air tactile-visual touchscreen interac-

tion with the driver. The driving simulation is designed to create

a realistic driving track seen on the large TV screen to allow par-

ticipants to immerse themselves in the experience. The Kinect

camera is used to track the head position/orientation while

driving.

A schematic diagram of the Haptogram system is shown in

Fig. 2. The Haptogram system consists of three components:

mid-air virtual touchscreen display, a 2D array of ultrasound

transducers for mid-air tactile display, and a hand/finger

tracker [18]. The mid-air virtual touchscreen consists of a visual

screen located underneath an Aerial Imaging (AI) mirror at 45�

so a floating 2D image is displayed in mid-air on top of the

screen. The ultrasound tactile display consists of a 10 � 10 2D

array of ultrasound transducers. The hand tracking device is the

commercially available LEAP motion sensor [2]. An open-

source driving simulator named CARLAwas used to implement

Fig. 1. Experimental setup.

Fig. 2. Schematic diagram of the Haptogram system.
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the driving simulation [31]. CARLA supports development,

training, and validation of urban driving systems and is widely

used in research to simulate realistic urban driving experience.

A single-lane track is utilized in the simulation where the vehicle

is controlled with automatic transmission.

B. Participants

A group of thirty subjects (13 females, average age of 20.6

years old) participated in this study, all of which are New York

University Abu Dhabi students. The inclusion criterion for par-

ticipants was an age range of 18-55 years old. The study was

carried out with an approved protocol by New York University

Abu Dhabi Institutional Review Board (FWA: #022-2019).

Having a driving experience was not an inclusion criterion

since the objective of this study was to examine the role of mid-

air tactile feedback to improve dual-task performance of virtual

touchscreen display where interacting with a touchscreen.

C. Experimental Procedure

The experimental study involved participants completing

multiple rounds in which they performed two tasks: (1) a pri-

mary task of completing a track while maintaining a constant

speed of 80 km/h (the speed was displayed on the screen, giv-

ing participants continuous visual feedback about their current

speed), (2) perform two secondary tasks of interacting with

the virtual touchscreen, with or without tactile feedback. The

secondary task involves interaction with a virtual touchscreen

having two buttons (colored in red and green) and a slider (blue

circle), as shown in Fig. 3. The user was prompted to click the

red or green button in one task and strike the slider from one

side to the other for the other task. Upon clicking the button, its

color brightness was reduced by 50% to provide the user with

visual feedback about the click event. As for the slider, the

circular tick mark movement along the sliding direction was

the only visual feedback provided. Note that the same visual

feedback is provided for the two conditions of the secondary

task (with or without tactile feedback).

The tactile feedback was provided at the tip of the index fin-

ger in the form of a focal point of acoustic pressure with a diam-

eter of approximately 10 mm, force intensity of 2.49 mN, and a

vibration frequency of 250 Hz. The ultrasonic array provides a

single on-off tactile feedback whenever a button is clicked.

As for the slider, a continuous and moving tactile feedback is

provided as the user’s finger strikes along the sliding direc-

tion. Participants received auditory instructions on when

they need to perform the secondary task (randomized along

the driving task).

The study’s procedure was as follows: After signing a con-

sent form, participants were asked to sit in the car seat, which

was adjusted to their height if needed. The Kinect camera was

placed in front of them to record head movements and perform

head calibration. Participants had to look at all four corners of

the screen while slowly rotating their heads. They were then

given two driving training sessions and shown how to acceler-

ate, reverse, brake, and turn the wheel for 10 minutes. The last

calibration step undertaken consisted of familiarizing partici-

pants with the Haptogram system (took around 10 minutes).

After completing the training, four runs were launched dur-

ing which drivers were asked to perform two secondary tasks

per track while driving (a sample driving run is shown in

Fig. 4). The secondary task could be sliding the blue circle or

pressing either the red or green buttons, with the first prompt

and second prompt being unique. For each of these four runs,

tactile feedback when performing the secondary task was

either activated (T_ON) or deactivated (T_OFF). There were

two main patterns run: T_ON, T_OFF, T_OFF, T_ON and

T_OFF, T_ON, T_ON, T_OFF, with half of the participants

doing one and the other half doing the other. After completing

the four runs, participants completed an exit survey and were

given a food voucher as compensation.

Data was collected using the Haptogram system, the Kinect

camera, and the driving simulator. The driving simulator pro-

vided the timestamp, steering axis, coordinates of the car at a

particular time, velocity, duration of collisions, and the task

prompts. The Haptogram system gave the GUI data file which

contains two variables labeled timestamp and task. Time is

only recorded when the Leap Motion hand tracker is activated

(when the subject’s hand is in the workspace of the hand track-

ing device). The Kinect camera provided translations and rota-

tions of head movements at every timestamp.

Fig. 3. Graphical user interface for the secondary task (red and green
rectangles represent buttons and the blue circle represents a slider).

Fig. 4. A sample run of the driving track. Secondary task 1 involves swiping
the slider whereas the secondary task 2 involves clicking the button (with or
without tactile feedback). A single-lane road is utilized where a collision event
is recorded upon contact between the car and the roadsides.
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D. Analysis Metrics

The different metrics used for the analysis of the data set

and their associated definitions are as follows:

� Average Speed Error: The error of the average speed of

a round relative to the 80 km/h target.

� Speed Variation: The root mean square error of the

speeds from 80 km/h per round.

� Spatial Deviation: The root mean square error from the

recorded reference path (middle of the road).

� Number of Collisions: A collision is recorded when the

car crashes into the road side barriers. In order to ignore

constant collisions the collision counter was set inactive

while a continuous collision was detected.

� Number of Off-road Glances: An off-road glance is

detected when the time duration when a participant

head orientation (indicating looking outside the screen)

exceeds a threshold of 360 ms [32].

� Task Reach Time: The total time that took the partici-

pants to activate the secondary task from the time they

were instructed from the driving simulator.

� Task Interaction time: The total time that each partici-

pant interacted with a secondary task (button or slider)

from its first activation.

� Task Difficulty: Participants rated the difficulty of the

task using a five-point Likert scale.

� User Satisfaction: User satisfaction is also evaluated

using a five-point Likert scale.

Since the data for all the evaluation metrics did not follow a

normal distribution (Kolmogorov-Smirnov normality test), the

Wilcoxon signed-rank test was used for statistical analysis for

the primary task performance and quality of experience rating.

Furthermore, since the Wilcoxon signed-rank test gives a P

value only and provides no straightforward estimate of the

magnitude of the effect, the h2 effect size test was utilized to

estimate the magnitude of the significance. The secondary

task metrics were analyzed using the Mann-Whitney U test

since several data points were missing due to several incom-

plete secondary tasks.

IV. RESULTS

A. Primary Task Performance

The performance of the primary task (driving) is evaluated

using the average speed error and its variation, the spatial

deviation, the number of collisions, and the number of off-

road glances (distraction).

The average speed error, calculated as the average speed

minus the reference speed (80 km/h), is shown in Fig. 5. The

difference in the means for the average speed error between

the two conditions (“Tactile On” and “Tactile Off”) was found

to be statistically significant (p< 0.01), with the “Tactile On”

condition having less error. The magnitude of this significance

was found to be high with h2 = 0.22.

In order to evaluate the driving stability, the Root Mean

Square Error (RMSE) for the total speed variation as well as

the spatial deviations were analyzed. As for the average speed

error, the difference was found to be statistically significant

(p< 0.01), with the “Tactile On” condition having lower varia-

tions (high significance with h2 = 0.21). Furthermore, the spa-

tial deviation from the middle of the road was statistically

smaller for the “Tactile On” condition compared to the “Tactile

Off” condition (p< 0.01), as shown in Fig. 6. Furthermore, the

deviation significance was found to be high (h2 = 0.13).

Attention is evaluated based on the number of collisions and

the number of off-road glances. As for the number of colli-

sions, the difference between the “Tactile On” and “Tactile

Off” conditions was found to be statistically significant

(p< 0.05). Furthermore, the difference in the number of off-

road glances between the “Tactile On” and “Tactile Off” con-

ditions was found to be statistically significant (p< 0.01),

with “Tactile On” condition showing smaller distraction. The

significance of these differences were found to be high with h2

= 0.20 for the number of collisions and h2 = 0.25 for the off-

road glances. These results demonstrate that tactile feedback

enhanced attention to the primary task of driving.

B. Secondary Task Performance

The performance of the secondary task is evaluated based

on the reach time and the interaction time, with the task inter-

action time evaluated separately for the button and the slider

tasks. As mentioned in the previous section the samples were

found to not be from normal distributions; however, unlike the

Fig. 5. Average speed error for the “Tactile Off” and “Tactile On” conditions.

Fig. 6. Error for the car deviation from the middle of the road for both the
“Tactile Off” and “Tactile On” conditions.
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primary task, the secondary task samples are not paired due to

the sizable failure rate, at about 33% (a failure is reported

when the participant misses clicking the button or fail to com-

plete the sliding task). Consequently, the secondary task was

analyzed using the Mann-Whitney U test due to several data

points missing.

The average reach time for the buttons and slider were com-

pared between the “Tactile On” and “Tactile Off” conditions.

Results showed that the difference was found to be statistically

significant (p< 0.05), with the “Tactile On” condition having

a shorter reach (Fig. 7). Furthermore, the magnitude of this

significance was low (h2 = 0.01).

The difference in the amount of time spent interacting with

a button between the two conditions was found to be statisti-

cally insignificant (interaction involves a single click). On the

other hand, the difference in the interaction time for the slider

was found to be statistically significant (p< 0.05), with the

“Tactile On” condition spending less time interacting with the

slider. It seems that the tactile sensation provided the expected

feedback about the movement.

C. Quality of Experience

The exit survey included questions about the difficulty of

the dual-task in the two conditions “Tactile Off” and “Tactile

On” as well as user satisfaction. As shown in Fig. 8, the diffi-

culty of completing the dual-task is rated statistically lower

when tactile feedback was provided ((p< 0.01)). The magni-

tude of this significance was found to be high (h2 = 0.23). Fur-

thermore, participants were highly satisfied with the driving

simulation experience, with an average satisfaction rating of

82% when tactile feedback is provided.

V. DISCUSSION

Results of this study demonstrated that augmenting virtual

touchscreen withmid-air tactile feedback significantly improved

driving performance in both the primary and secondary tasks.

Furthermore, participants perceived the secondary task as signif-

icantly less difficult and more satisfying when tactile feedback

was provided.

As for the differences in performance between button and

slider, the slider involves motor commands in order to complete

the swiping task. The differences in interaction time between

clicking a button and swiping a slider can be explained by previ-

ous studies showing that touch seems to be critical in the trans-

formation of a reaching movement into a motor command [33].

This is the case with the slider interaction and not the button

click. This explains why the performance with tactile feedback

was statistically better for the slider interaction compared to the

button click, as it involves motor commands sent to the arm

muscles to move the finger along the swiping direction. Further-

more, other studies showed that performance decreased with the

increase of the secondary task’s difficulty (a slider interaction is

more challenging than clicking a button) [34].

Results demonstrated important differences between the two

conditions (tactile or no tactile feedback) for the primary task

(average speed error, car deviation, number of collisions, and

off-road glances) and the perceived difficulty. However, these

differences were not important for the secondary task (reach

time). It seems that the type of the secondary task (complexity,

duration, motor skills, etc.) greatly influences the secondary

task performance. Future research could examine the effects of

secondary task specifications on dual-task performance.

Even though our results showed that tactile feedback plays a

crucial role in improving performance in dual-task situations,

some limitations should be noted. First of all, previous studies

showed that driving experience influences driving perfor-

mance [35], [36]. The current study did not consider that.

Indeed, around half of the participants in the study had previous

driving experience where the rest did not. Another factor that

could influence the results is the previous experience in gam-

ing. The current study did not look into any potential relation-

ships between previous gaming experience and the dual-task

performance.

VI. CONCLUSION

This study explored the effects of adding mid-air tactile feed-

back to create co-located mid-air tactile-visual touchscreen to

improve dual-task performance. Comparisons between the two

conditions of “Tactile On” and “Tactile Off” during a driving

task had shown that participants performed statistically better

in both the primary and the secondary tasks, as well as the qual-

ity of experience, when tactile feedback was available. Future

Fig. 7. Reach time for the “Tactile Off” and “Tactile On” conditions.

Fig. 8. The perceived difficulty level for the “Tactile Off” and “Tactile On”
conditions.
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work includes exploring the effects of age groups, via a com-

parison between young and older adults, on the effectiveness of

tactile feedback to improve performance in dual-task situa-

tions. Another exciting avenue of research could be to examine

and compare the effects of tactile feedback to improve dual-

task performance in other applications such as texting on a

mobile phone while driving or walking.
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