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Abstract—Contactless material characterization has the po-
tential to be used in various applications such as teleoperation
and autonomous physical interaction robotics. Active infrared
thermography is a promising approach for classifying materials
based on their thermal response to laser excitation over a short
distance, thus creating a contactless haptic modeling scheme.
However, factors such as the texture of the object under inspec-
tion can influence the thermal signature and therefore need to be
compensated against. This paper presents a method to use the
exact components of a thermographic material characterization
system to estimate texture, allowing it to produce more robust
characterization in the presence of textured surface. Experimen-
tal results confirm that the system is capable of estimating the
texture of the sampled material surface to a sufficient degree,
with a promising outlook for further improvements as the data
set is scaled.

Index Terms—Texture Estimation, Neural Networks, Active
Thermography

I. INTRODUCTION

Advancements in computer vision technologies, neural net-

works and processing power have together enabled the de-

velopment of autonomous robots and vehicles that possess

decent perception of their immediate unknown environments.

However, these technologies are still far from achieving their

full potential. For instance, an autonomous robot faces a prob-

lem when interacting with unknown objects when it comes

to physical interaction due to the challenge of calculating the

contact or gripping force. If the amount of force exerted on the

object is too much, it could permanently damage the object. On

the other hand, applying a gripping force that is too little might

result in the object slipping out of the robot’s end effector.

Therefore it is important for the robot to have some knowledge

of the unknown object’s physical properties before it comes

into contact with it.

With virtual reality the current state of the art is a high

definition playback capability of the audiovisual information

from real-life scenes. Experiencing 360 degree video recording

significantly enhances visual fidelity. However, the sense of

immersion is hindered by the lack of ability to physically

interact with any of the objects in recorded scenes. Haptic

interfaces that could provide appropriate interaction forces are

available, however modeling/recording the haptic properties of

objects in these scenes remain a challenging task.

Active infrared thermography is a promising technology

to allow for non-contact measurements of material physical

properties, but by itself it is not robust to factors such as

texture and emissivity. This paper presents a method to use

infrared thermography to estimate the texture of an object

in a contactless fashion. This is achieved by subjecting the

object to a short thermal excitation and recording its cool-down

with a thermal camera. The data is fed into a multi-channel

neural network which performs regression to a numerical value

describing the texture depth of the object. Due to the equip-

ment used, this process has the potential to form a vital part

of a thermography-based contactless material characterization

system (without any need for additional hardware), by feeding

the estimate of the texture of the object as an auxiliary input

to a neural network. This allows the system to compensate

for this factor and training it on objects with a large variety

of textures creates a robust system that is capable of working

with objects that have a realistic range of textures.

The rest of this paper is organized as follows: section 2

introduces the background of contactless material character-

ization, why texture estimation plays an important role in

the development of a thermography-based haptic mapping

sensor, and how this proposed method fits into the Haptic Eye

framework. section 3 describes our experimental methodology

for acquiring the thermal data and training a custom-designed

neural network to produce an estimate for the texture. The

results are shown in section 4 and a discussion of them is

laid out in section 5. Finally, the conclusions and our future

research aims are stated in section 6.
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II. BACKGROUND

The field of infrared thermography is oriented around the

thermal radiation that all objects emit. The most frequent

use of thermography is qualitatively examining thermal gra-

dients on various surfaces [1], [2]. When this gradient occurs

without interfering with the system under observation (such

as in a surveillance footage or with thermal leakage), it is

referred to as passive thermography. On the other hand, active

thermography examines the thermal signatures of induced

thermal gradient. The means to induce this thermal gradient

can be optical (by shining light on the surface), mechanical

(by vibrating the surface) or electromagnetic (using eddy

currents). The duration of the excitation can be infinitesimal

(flash thermography), continuous constant (step thermography)

or continuous periodical (lock-in thermography). An overview

of these variations is presented in [3].
Ever since its inception in the 1980s, thermography has been

mainly used for nondestructive testing and evaluation [4]–[13].

However, some use cases in examining works of art [14]–

[17] and testing of electronic circuit boards and components

[18]–[20] are also notable. The process of heat flow inside

a material is explained by the heat equation [21]. Therefore

examining the spatial/temporal evolution of a thermal gradient

gives information about the material itself. This idea has been

used to estimate thermal diffusivity in a number of studies

[22]–[28] using a closed form solution to the heat equation

that applies for instantaneous Gaussian excitation.
In our previous work, we presented a framework for char-

acterizing unknown material without making any physical

contact between the sensing device and the sampled object

[29]. The proposed framework is validated for contactless

material characterization using machine learning algorithms in

[30] to perform classification between different objects based

on their thermal signature. A diagram of this approach can be

seen in Figure 1.

Fig. 1. Diagram of the contactless material characterization approach.

Under this framework, the a Software Controller element

is responsible for supplying the desired excitation waveform

information to the Flash Controller element and controlling

the Steering Stage to enable scanning multiple objects or

potentially multiple points on the surface of an object. The

Flash Controller instructs the Laser Source to perform the ex-

citation according to the received parameters (duration, power,

frequency, etc.). A suitable part of this excitation process is

recorded by the Thermal Camera component and is sent to

the Machine Learning element which performs processing on

the received data and then feeds it to a pre-trained machine

learning classifier or regressor. This Machine Learning element

can scale from multi-class SVM or KNN learners to complex

neural networks. Depending on the applicational needs, it can

perform classification between different classes of materials or

regression towards various physical properties (such as thermal

diffusivity or density) of the object.

In order to create a thermography-based system that is

robust in all realistic conditions a key factor must be com-

pensated for: the texture of the material. The texture of the

sample acts as a complex factor as it locally distorts the flow

of the heat based on the curvature of the sample surface at

each point. The objective of this study is to investigate the

effects of texture on the characterization of material properties,

and to estimate the texture depth in order to make material

characterization texture-independent.

III. EXPERIMENTAL METHODOLOGY

A. Experimental Setup

The experimental setup is visible in Figure 2. It consists of

the following components: a Xenics Gobi-640-GigE thermal

camera, a 405 nm laser diode (US-Lasers Inc., model D405-

120) and an Arduino board to operate a relay for the laser

diode. The thermal camera is set to operate in radiomet-

ric mode, providing a 16-bit image with VGA resolution

(640x480) at a frame rate of 50 Hz. This setup is completed by

a desktop computer that is connected to the camera through a

Gigabit Ethernet connection (both instructing the camera and

acquiring the recorded frames) and to the Arduino board via

a serial connection. The data acquisition process is controlled

from a program in the MATLAB R2018a environment. The

sample is 195 mm away from the camera and 225 mm away

from the laser diode.

Fig. 2. Experimental setup.
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A total of 15 experimental samples were used, with varying

textures. These samples were all 3D-printed from the same

material, using a MATLAB algorithm for producing random

fractals with Hurst exponent values of 0.2 (fractal dimension

of 2.8) and standard deviations of 0.1 mm to 1.5 mm in texture

depth, corresponding with the numbering of the samples. This

covers a large range in which most of the everyday objects

and materials fit into. Figure 3 depicts our sample set with #1,

and #15 acting as the smoothest and the roughest endpoints

of our texture scale, correspondingly.

B. Data Acquisition

Data acquisition for a single experimental round consists

of the following steps: first, the thermal camera records 40

radiometric frames to be used as the ambient baseline (these

are called ’ambient’ frames). Next, the laser diode is turned

on for 5 seconds, during which it heats the sample to a slight

extent. The laser diode is then turned off and the camera

immediately captures the first 200 frames (approximately 4

seconds) of the cooldown process (these are the ’cooldown’

frames). The recording is processed by taking the per-pixel

average of all ambient frames and subtracting them from each

cooldown frame. Finally the 41x41 pixel environment of the

excitation center (the highest value pixel) is cropped for each

processed frame and these frames make up the data set.

Once these steps are over, a two-minute timeout is applied

to ensure that the sample returns to thermal equilibrium

before starting again. The set of these steps comprises one

experimental round. During the data acquisition process, 5

experimental rounds were carried out on each sample before

exchanging them to the next one. Performing these 5 rounds

on all 15 samples made up a single experimental session.

In order to collect enough data, a total of 20 sessions were

carried out, resulting in a total of 300,000 processed frames.

The placement of the samples was slightly altered in the

lateral direction between different sessions to ensure that

the excitation hits different points of the surface samples in

different sessions.

C. Neural Network Design and Training

Given that our input data to the network is a set of frames,

the use of a convolutional neural network (CNN) architecture

was the most fitting starting point in our design process.

When designing the neural network for performing regression

towards texture level we needed to consider ways to overcome

the challenge of bridging the gap between the large number

of trainable parameters of neural networks and the size of our

data set. Modern convolutional neural networks have upwards

of millions of parameters [31] and require even more data

entries for training in order to avoid an underdetermined

network that is not guaranteed to generalize well.

The first decision to bridge the gap between the number of

our recordings and the parameter number of the network is to

use single frames as separate data points instead of using an

entire recording as a single entry (while ensuring that different

frames from the same recording can only be present in the

training or the validation partition, but not both at the same

time). On one hand this ensures we have a data set size of

300,000 instead of 1,500. On the other hand, using single

frames to train the network makes it a much more difficult

task. In particular, the network will suffer to categorize two

separate frames taken at the beginning (frame #1) and the

end (frame #200) of the same recording as belonging to the

same sample. In order to overcome this problem we decided

to modify the standard CNN architecture and insert the time

stamp of the frame (defined as the difference in time between

the end of the excitation and the capturing of the frame) as

an auxiliary input to the network right after the convolutional

stage and before the fully connected stage. This ensures the

network has potentially enough information to compensate for

the difference between earlier and later frames. A diagram of

this architecture can be seen in figure 4, with the time stamp

auxiliary input at the right side parallel to the convolutional

stage. This network has a total number of trainable parameters

of 5577, and is therefore suitable for the size of our data set.

An additional problem for our texture recognition method is

that the captured frames can vary greatly based on whether the

center of excitation falls at a point on the surface of the object

that is flat (zero curvature), bulging out (positive curvature) or

cratering in (negative curvature). The curvature of the surface

directly affects the heat flow and it poses the biggest problems

for rougher surfaces, where points with both low negative

and high positive curvature values are present. One reasonable

assumption is that sampling the same sample at a set number

of different points on its surface (with the previously defined

excitation pattern) and taking the acquired recordings together

can provide a more robust view of the surface than using

a singe footage. To this end, we generalized the previous

neural network with a variable number of input branches,

corresponding to the number of recordings performed. Each

of these recordings goes through a separate (but structurally

identical) convolutional stage. Each branch network ends in a

single dense layer and these are fed into another dense layer

before the output stage.

Given our lack of enough equipment to do simultaneous

excitation at multiple locations on the surface of the sample,

this was overcome by feeding the frames of a number of

different recordings of the same sample into the network

at a time, through separate convolutional ”branches”, all

concatenated right before the last fully connected layer of

the network. While doing this process it was ensured that

the network is only fed frames with the same order number

(e.g. frame #58 for each input) at the same time during

both training and validation. Given that different sessions

corresponded to different excitation locations on the sample

surfaces, this technique is suitable to replicate simultaneous

sampling at different points on the surface. We have built

and tested networks with 1, 2, 4 and 8 branches separately

to gain insight on the usability of this technique. Finally, we

have also used data augmentation to increase the data size and

evaluated its effect on the training results. We have used 2x

and 4x augmentation levels where transformations included
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Fig. 3. Experimental samples, ordered from #1 (smoothest, top left) to and #15 (roughest, bottom right).

180 degree rotations and 90 degree rotations, respectively.

The network was trained using 10-fold cross validation by

organizing the recordings based on their session number to

10 random partitions with 2 sessions in each. For each fold,

9 of these partitions (18 sessions) were used for training the

network and the remaining partition was used for validating the

performance of the network. The Adam optimizer was selected

with a learning rate of 0.01 for training the network, with mean

square error as the loss function. The learning rate was reduced

by a factor of 2.5 after every 6th epoch that did not yield an

improvement, and it concluded after 25 consecutive epochs

with no improvement in the validation loss. The regression

target values were 1-15 corresponding to the serial number

of the samples, which is also corresponding to the standard

deviation in the height differences over the surface of the

samples (0.1 mm - 1.5 mm, correspondingly).

IV. RESULTS

We trained networks consisting of 1, 2, 4 and 8 branches of

inputs with data augmentation levels of 1x (no augmentation),

2x and 4x. We chose to evaluate the results based on the R2

value of the target values in the validation data set against

the values that were predicted by the trained network based

on their corresponding recordings. This value captures how

much of the variance in the data set is ”explained” by the

model - a perfect fit achieves 100% score, while a score of

0% is as good as guessing the mean of the target data set (in

this case, 8) for each sample. Table I presents the results as

the average for all folds in the cross-validation process.

There are two trends that can be deduced from this table.

First, increasing the factor of augmentation increases the

validation R2 value of the network. Second, increasing the

amount of branches also increases the validation R2 value,

to a certain point. For 1x augmentation, 4 branches yields

the highest validation R2 value and 8 branches performs

notably worse. For 2x augmentation, 4 branches is still the

TABLE I
VALIDATION R2 VALUES

1 branch 2 branches 4 branches 8 branches

1x augmentation 60.956% 61.184% 64.907% 59.912%

2x augmentation 62.366% 69.778% 70.977% 68.442%

4x augmentation 64.846% 74.887% 75.519% 76.629%

R2 values for the validation data set, averaged over 10 folds, using networks
with 1, 2, 4 and 8 branches and augmentation levels of 1x, 2x and 4x.

best configuration option but the 8 branches option performs

nearly as well. However for 4x augmentation, the 8 branches

overtakes the 4 branches option as the optimal selection with

the highest validation R2 value, and becomes the overall best

configuration option in this table with an R2 value of 76.629%.

V. DISCUSSION

These results clearly demonstrate that both the proposed

process and the proposed network architecture are viable for

texture estimation. The trends for increasing the level of aug-

mentation and the number of branches show that increasing the

complexity of the network and feeding it with a larger data set

both improve the R2 values. Given that the parameter number

for this network even with 8 branches is still comparatively

low with respect to currently used neural networks for general

image recognition, and that our data set can also be scaled

further, this implies that these results can undergo additional

improvements.

It is interesting to discuss the eventual data path of the

proposed thermographic framework when the above presented

texture compensation approach is applied to it. This would

involve the texture value as output of the multi-branch texture

estimation neural network to be fed into an auxiliary input of
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Fig. 4. Single-branch modified CNN architecture with auxiliary time stamp
input. Multi-branch variants of this network have multiple parallel convolu-
tional stages that are concatenated before the final dense layer.

the material characterization network (based on an identical

structure), parallel to the time stamp information. This means

that the overall network would have to be trained in two

steps. First by training the texture estimation network and then

training the overall network with the former as a fixed weight

subsystem. However, despite this and the asynchronous data

flow during inference, it is still possible to conduct only a

single scanning process, since both the texture subnetwork and

the characterization network use the same input data.

VI. CONCLUSION AND FUTURE WORK

This article presents a way to estimate texture using the

components of a thermographic material characterization sys-

tem to enhance its immunity against varying levels of texture

depth. An experiment is carried out with objects whose

texture depths span a large spectrum that contains most real-

life objects. A custom-designed extension of the standard

convolutional neural network structure is detailed that helps

overcome local variations with multiple input channels. The

results show that the system’s estimates fit to the texture depth

level to a promising degree and a clear trend that increased

data set size as well as more complex networks can deliver

even better results. The next step in our research is to combine

our existing projects of texture estimation with a multi-channel

neural network input to deliver the prototype of a fully robust

contactless thermographic material characterization system.

We will also be looking into how the estimated texture depth

correlates to human perception of texture roughness over a

range of everyday objects.
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